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современные методы обработки документов  
для расчета биржевых индикаторов

Э.Ф. болтачев, а.И. тюляков
Финансовый университет при Правительстве Российской Федерации, Москва, Российская Федерация

аннотаЦИя
в данной статье рассматриваются современные методы экстраполяции предобученных трансформеров, направленные 
на повышение их способности обрабатывать длинные, а также короткие текстовые последовательности на русском 
языке в финансовой сфере. Особое внимание уделяется задаче классификации текстов, отражающих ожидания бро-
керских аналитиков относительно движения рынка (ожидание роста, падения либо неопределенности изменения). 
Для решения данной задачи исследуется применение облегченных языковых моделей ruBERT-tiny1 и ruBERT-tiny2, 
адаптированных для эффективной работы с большим объемом входных данных при сохранении качества пред-
сказаний. В работе анализируются различные подходы к расширению контекстного окна моделей, включая методы 
экстраполяции, а также рассматривается влияние стратегий токенизации, векторизации и эмбеддингов на итоговые 
результаты классификации. Дополнительно обсуждаются особенности применения трансформеров в условиях по-
вышенной волатильности рынка и изменяющихся новостных потоков, что позволяет глубже оценить устойчивость 
предлагаемых решений. Кроме того, предлагается и обсуждается формула расчета опережающего индикатора для 
биржевых рынков, демонстрирующая практическую значимость использования трансформерных моделей в анализе 
финансовых текстов и формировании аналитических метрик. Представленные результаты подчеркивают перспек-
тивность применения компактных трансформеров в задачах предиктивной финансовой аналитики. Пул брокеров 
образует выборку мнений в виде текста с определенным смыслом, последовательность слов позволяет оценивать 
возможные ожидания на финансовом рынке совершенно нелинейным методом. Решение задачи обработки длинных 
последовательностей токенов актуально, конкретного универсального метода решения данной проблемы нет. Одним 
из вариантов решения задачи обработки естественного языка NLP на практике является ряд предобученных языко-
вых моделей. Применение предобученных языковых моделей позволяет решать различные задачи классификации, 
исследуя тексты различных контекстов. В рамках исследования применяется метод экстраполяции предобученных 
трансформеров для изучения точности классификации и времени обучения, в зависимости от количества токенов 
в контекстном окне модели. Полученные данные могут быть использованы для дальнейших исследований и постро-
ения математической модели расчета опережающих индикаторов на рынке.
Ключевые слова: токенизация; токены; языковые модели; эсктраполяция; последовательность; векторизация; эмбеддинги
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this article discusses modern methods of extrapolating pre-trained transformers aimed at improving their ability 
to process long and short text sequences in Russian in the financial sector. Particular attention is paid to the task 
of classifying texts that reflect broker analysts’ expectations regarding market movements (expectations of growth, 
decline, or uncertainty of change). To solve this problem, the application of lightweight language models ruBERT-
tiny1 and ruBERT-tiny2 is investigated, which are adapted to work effectively with large amounts of input data while 
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введенИе
В последние годы технологии обработки естест-
венного языка (Natural Language Processing, NLP) 
все более прочно интегрируются в процессы ана-
лиза и обработки данных в режиме реального вре-
мени. Данная технология применяется в различ-
ных сферах, где требуется анализ и классифика-
ция текста, а также регрессия на основе текстовых 
данных. Спектр применения достаточно широкий, 
начиная от образовательной сферы и заканчивая 
финансовой [1–4].

Особенно предметом интереса выступает финан-
совая сфера применения ML в целом и NLP-мето-
дологии в отдельности. Однако в данной статье не 
стоит вопрос решения задачи регрессии на примере 
расчета возможной стоимости акции. Вместо этого 
есть возможность использовать индикаторы, кото-
рые будут выполнять задачу описания возможных 
ожиданий, связанных с изменениями стоимости 
акций.

Основной гипотезой выступает доверие бро-
керскому сообществу, которое в режиме реального 
времени пишет, анализирует и выкладывает свои 
оценки в открытом доступе. Данный пул брокеров 
образует выборку мнений. При этом каждый текст 
несет в себе определенный смысл, последователь-
ность слов позволяет оценивать возможные ожи-
дания на рынке совершенно нелинейным методом.

Решение задачи обработки длинных последова-
тельностей токенов актуально, конкретного уни-
версального метода решения данной проблемы 
нет. Одним из вариантов решения задачи NLP на 
практике является ряд предобученных языковых 
моделей. Предобученные трансформеры имеют 
возможность долговременного анализа ряда то-
кенов, подающихся на вход модели. Применение 
предобученных языковых моделей позволяет ре-
шать различные задачи классификации, исследуя 
тексты различных контекстов. Языковые модели 
позволяют решать ряд сложных задач при исполь-
зовании определенного количества ресурсов, за-
висящих от задачи.

Однако возникают ограничения, препятствую-
щие реализации ряда задач, в которых число то-
кенов имеет большую размерность, чем позволяет 

обрабатывать модель. Также бывает обратная ситуа-
ция, когда мощная модель принимает порядка 2048 
входных последовательностей токенов, а в самих 
текстах число токенов меньше. Классификация дан-
ных оценок позволит сделать агрегацию значений 
по временным рядам. Полученные данные могут 
быть использованы для дальнейших исследований 
и построения математической модели расчета опе-
режающих индикаторов на рынке.

Целью настоящей работы является анализ 
современных методологий токенизации и класси-
фикации русскоязычных текстов финансовых но-
востей, подготовленных биржевыми аналитиками, 
с использованием моделей ruBERT-tiny-1 и ruBERT-
tiny-2. В рамках исследования применяется метод 
экстраполяции предобученных трансформеров 
для изучения точности классификации и времени 
обучения в зависимости от количества токенов 
в контекстном окне модели.

МетодологИя токенИЗаЦИИ 
текстовых докуМентов

При решении задачи NLP общим алгоритмом дей-
ствий является первоначальная обработка данных, 
а именно заключение текстовых данных в токены 
с последующей векторизацией для подачи в мо-
дель. Данный этап не имеет универсального ре-
шения, и зачастую проводятся эмпирические эк-
сперименты, которые изучают эффективность тех 
или иных методов. Сам процесс сильно влияет на 
производительность обучения, как на точность 
метрик, так и на количество требуемых ресурсов 
для обучения.

Токенизация текста —  первоначальная задача 
при реализации NLP. Она является фундаменталь-
ным этапом работы. В общем случае токенизация 
представляет собой процедуру разбиения текстовых 
данных на подмножества, или токены. От специ-
фики задачи методы токенизации варьируются [2]. 
В качестве типичного примера токенизации мож-
но привести разбиение текста на слова, подслова, 
символы. Данный метод является простейшим по 
реализации и во многих случаях с помощью него 
можно добиться высокой предиктивной способности 
модели. Однако избыточное количество сформиро-

Э.Ф. Болтачев, А.И. Тюляков

increased market volatility and changing news flows, which allows for a more in-depth assessment of the stability of 
the proposed solutions. Furthermore, a formula for calculating a leading indicator for stock markets is proposed and 
discussed, demonstrating the practical significance of using transformer models in the analysis of financial texts and 
the formation of analytical metrics. the presented results highlight the promising application of compact transformers 
in predictive financial analytics tasks.
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ванных токенов приводит к повышенным вычисли-
тельным затратам и во многих случаях оказывается 
нерациональным с точки зрения эффективности 
обработки данных. К базовым методам токенизации 
также относится разбиение текстовых данных на 
n-граммы. Такой подход нередко рассматривается 
как эффективное средство сохранения семантиче-
ского содержания последовательности слов.

После проведения ряда процессов по обработке 
текстов выбранными методами токенизации воз-
никает проблема использования получившихся 
токенов в языковых моделях. Данную проблему 
решают методы векторизации токенов. Для реше-
ния задач обработки естественного языка (NLP) 
применяются современные методы токенизации, 
среди которых наиболее распространенными явля-
ются BPE (Byte-Pair Encoding), WordPiece и Unigram 
Tokenization.

Алгоритм BPE представляет собой последо-
вательное обучение на символах корпуса текста 
[5]. Изначально токеном является символ, затем 
производится подсчет частот биграмм, наиболее 
часто встречаемая биграмма становится новым 
токеном. Таким образом, в процессе итеративного 
обучения модели словарный запас расширяется, 
тогда как количество токенов, необходимых для 
представления текста, уменьшается. Главный плюс 
такого подхода состоит в возможности работать 
с неизвестными словами. Данный алгоритм позво-
ляет обрабатывать неизвестные слова разбиением 
на токены (символы) и повторением процедуры. 
Алгоритм BPE обеспечивает адаптивность и эф-
фективность работы. Он предоставляет возмож-
ность обрабатывать редкие слова, поддерживая 
подсловные единицы (суффиксы, префиксы и т.д.).

Алгоритм WordPiece является основой метода 
BPE, имеющий аналогичный механизм действий 
[6]. Unigram отличается от приведенных выше алго-
ритмов токенизации [7] —  он считает каждый токен 
независимым от токенов до него. Это самая простая 
языковая модель, в том смысле, что вероятность 
токена X, учитывая предыдущий контекст, является 
просто вероятностью токена X. На каждом этапе 
обучения алгоритм Unigram вычисляет потери 
по корпусу с учетом текущей лексики. Затем для 
каждого символа в словаре алгоритм вычисляет, 
насколько увеличится общая потеря, если символ 
будет удален, и ищет символы, которые увеличат 
ее меньше всего.

В конкретных задачах Unigram в сравнении 
с BPE может оказаться лучше, однако его наиболь-
шими минусами является проблема с пунктуацией 
и потеря семантического контекста. В целом дан-
ный алгоритм встречается редко.

Существуют основные подходы к токениза-
ции, предусматривающие использование плотных 
векторных представлений, которые позволяют 
сохранять семантическую информацию о словах 
[8]. Использование эмбеддингов решает ряд задач, 
преобразуя категориальные признаки —  текст в чи-
словой формат для использования при обучении 
модели. Основным преимуществом эмбеддингов 
является возможность обучения модели понима-
нию смыслового содержания текста за счет захвата 
семантических отношений между токенами. При 
этом производительность модели увеличивается за 
счет снижения размерности. Однако часто возникает 
проблема несоответствия количества токенов, кото-
рые необходимо обработать, с максимальным чи-
слом токенов, которые подаются в языковую модель. 
Это связано со сложностью вычислений, поскольку 
стандартные архитектуры трансформеров имеют 
главную уязвимость —  квадратичную сложность 
вычислений. Отсюда идея применения предобу-
ченных трансформеров в задачах с ограниченными 
ресурсами становится непрактичной.

Существует ряд известных методов по борьбе 
с данной проблемой. Примерами более универсаль-
ных методов являются чанкинг (chunking), иерар-
хический подход с разными уровнями абстракции. 
Чанкинг (chunking) в NLP —  это задача разделения 
последовательности слов (обычно предложения) на 
фрагменты (chunks), которые представляют собой 
синтаксически связанные группы слов, например 
именные группы (noun phrases, NP), глагольные 
группы (verb phrases, VP) и предложные группы 
(prepositional phrases, PP). Это промежуточный 
этап между токенизацией (разбиением текста на 
отдельные слова) и синтаксическим анализом 
(полным построением дерева разбора). Чанкинг 
обычно используется для извлечения информации, 
анализа настроений и других задач NLP.

Правильный чанкинг (rule-based chunking). 
Этот подход использует заранее определенные 
правила, основанные на грамматических знаниях 
и лексических признаках слов (часть речи, суффиксы 
и т. д.). Правила могут быть представлены в виде 
набора продукций (productions) в формализме кон-
текстно-свободных грамматик (CFG).

Пример CFG правил для чанкинга:
NP —  Det N (именная группа состоит из определи-
теля и существительного);
NP —  Adj N (именная группа состоит из прилага-
тельного и существительного);
NP —  N (именная группа состоит из одного суще-
ствительного);
VP —  V NP (глагольная группа состоит из глагола 
и именной группы);

Искусственный Интеллект И МашИнное обученИе /  
artificial intelligence anD machine learning



Digital SolutionS anD artificial intelligence technologieS   Vol. 1,  no. 4’2025 9

PP —  P NP (предложная группа состоит из пред-
лога и именной группы),
где NP —  именная группа; VP —  глагольная груп-
па; PP —  предложная группа; Det —  определитель 
(например, «the», «a»); Adj —  прилагательное; N —  
существительное; V —  глагол; P —  предлог.

Иерархический подход к обработке токенов 
в NLP предполагает построение представлений на 
разных уровнях абстракции, начиная от отдельных 
токенов и заканчивая сложными семантическими 
единицами. Каждый уровень использует инфор-
мацию с предыдущих уровней для создания более 
богатого и контекстуально-зависимого представ-
ления. Рассмотрим несколько уровней.

1. Уровень токенов (Word Embeddings).
На данном уровне каждый токен (слово) пред-

ставляется вектором, как правило, сформирован-
ным с использованием моделей word2vec, GloVe 
или FastText.

2. Уровень n-грамм (N-gram embeddings).
Этот уровень объединяет последовательности 

из n токенов. Простейший подход —  усреднение 
векторов токенов. Более сложные подходы могут 
использовать рекуррентные нейронные сети (RNN) 
или сверточные нейронные сети (CNN) для получе-
ния более контекстно-зависимых представлений 
n-грамм.

3. Уровень предложений (Sentence Embeddings).
Предложение представляется как последова-

тельность токенов или n-грамм. Для получения 
векторного представления предложения можно 
использовать усреднение векторов токенов или n-
грамм. Рекуррентные нейронные сети (RNN, LSTM, 
GRU) формируют представление предложения пу-
тем последовательной обработки токенов, при этом 
конечное скрытое состояние используется в качест-
ве его векторного отображения. В архитектурах на 
основе трансформеров взаимосвязи между всеми 
токенами учитываются посредством механизма 
самовнимания, а итоговое представление пред-
ложения часто задается вектором специального 
токена [CLS].

4. Семантический уровень (Semantic Role 
Labeling, Relation Extraction).

Информация данного уровня ориентирована на 
извлечение семантических отношений между сло-
вами и предложениями. В частности, она включает 
идентификацию ролей участников ситуации —  та-
ких как субъект, объект и предикат (Semantic Role 
Labeling), а также выявление отношений между 
сущностями в тексте (Relation Extraction). Это ча-
сто включает использование графов знаний или 
обучение моделей классификации. Математи-
ческое описание на данном этапе определяется 

используемым методом, однако в типичном слу-
чае включает меры подобия или вероятностные 
модели. Этот иерархический подход позволяет 
эффективно использовать информацию на разных 
уровнях абстракции для решения различных задач 
NLP, таких как классификация текста, машинный 
перевод, извлечение информации и понимание 
естественного языка. Выбор конкретных методов 
на каждом уровне зависит от задачи и доступных 
ресурсов.

С другой стороны, решением данной задачи 
является методология экстраполяции предобу-
ченных трансформеров для обработки длинных 
последовательностей текстов [7]. Данный подход 
позволит наиболее корреляционным образом со-
кратить количество токенов, не потеряв основные 
семантические связи. Реализация методологии 
экстраполяции осуществлена с использованием 
метода lsg converter [7].

оПИсанИе датасета
Датасет обучения включает в себя 30 780 записей 
биржевых аналитиков об ожидании изменения 
индекса Мосбиржи, brent, золота. Однако в ка-
ждой статье аналитика встречается множество 
смежных областей биржи, дополняющих семан-
тическое поле модели.

Таргетом является один из трех классов. В рас-
сматриваемой задаче количество классов состав-
ляет три. Два из них отражают прогнозируемое 
направление изменения показателя: рост и сниже-
ние, что позволяет модели различать позитивные 
и негативные ожидания участников рынка. Третий 
класс обозначает неопределенность, учитывая 
случаи, когда прогноз не позволяет однозначно 
отнести событие к росту или снижению. Вклю-
чение данного класса обеспечивает более точное 
моделирование реальных рыночных условий и по-
зволяет анализировать ситуацию с учетом степени 
прогнозной неопределенности. Данные классы 
сигнализируют модели анализ текста для опре-
деления будущих изменений, а не текущих. Это 
позволяет агрегировать предсказанные таргеты во 
временных рядах с расчетом определенных лагов 
в прогнозировании во времени на этапе примене-
ния математической модели расчета опережающих 
индикаторов на бирже.

Записи датасета, собранные парсером из откры-
тых источников, таких как investing.com, а также 
finam.ru, представлены в табл. 1. Разметка классов 
датасета проводилась вручную.

В датасете имеется дизбалансировка классов 
(см. табл. 1), класс понижения заключает в себе 
на 15–20% меньше количества записей от других 
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классов. Также проблемой является большое ко-
личество токенов, поскольку записи с парсеров 
не являются детерминированными и включают 
в себя весь текст аналитика на определенную тему, 
а также на смежные сферы биржи.

Необходимо сформировать корпус текстов ана-
литических статей, опубликованных в открытых 
источниках, таких как Finam и Investing. Для каждой 
статьи предполагается последующее присвоение 
классовой метки, отражающей ожидаемое направ-
ление динамики рынка: рост, понижение или от-
сутствие существенных изменений.

В итоговом датасете, на котором будет прово-
диться обучение и анализ предиктивной способ-
ности модели, каждый текстовый документ имеет 
в среднем 265 слов, медианно 240 слов, количество 
токенов в среднем составляет 345.

условИя ПРоведенИя ЭксПеРИМента
Текст должен быть очищен от лишних символов, 
HTML-тегов и прочих артефактов. Можно ис-
пользовать стандартные методы предобработки 
текста: токенизация, лемматизация, удаление 
стоп-слов. Однако для BERT-ru лемматизация 
необязательна, поскольку модель уже учитывает 
морфологические особенности слов.

Данные нужно разделить на три части: трени-
ровочный набор (например, 70–80%); валидаци-
онный набор (10–15%) и тестовый набор (10–15%). 
Валидационный набор используется для настройки 
гиперпараметров модели и предотвращения пе-
реобучения.

Используем BERT-ru модель, например 
‘ruBERT-tiny2’, ‘bert-base-russian-case-sensitive’ 
или ‘sberbank-ai/ruBert-base’. Выбор зависит от 
доступных ресурсов (памяти и вычислительной 
мощности) и ожидаемого качества. Обучение и ана-
лиз полученных метрик будет осуществлен путем 
использования моделей ‘ruBERT-tiny2’, а также 
‘ruBERT-tiny1’. Необходимо подобрать оптимальные 
значения гиперпараметров, такие как размер батча, 
скорость обучения, количество эпох обучения. Это 

делается с помощью экспериментального поиска 
на валидационном наборе.

В данном случае это будет модель классифика-
ции текста на основе BERT. Выходной слой состоит 
из трех нейронов (по числу классов: рост; пониже-
ние; неизменность), с функцией активации softmax 
для получения вероятностей принадлежности к ка-
ждому классу. Процесс обучения заключается в по-
даче тренировочного набора данных в модель BERT 
и корректировке весов модели с целью минимиза-
ции функции потерь (например, кросс-энтропии). 
В процессе обучения необходимо отслеживать пока-
затели на валидационном наборе, чтобы избежать 
переобучения. Метрики: accuracy, precision, recall, 
F1-score. В качестве основной метрики качества 
модели выступает F1-score.

ПРоведенИе ЭксПеРИМентов 
с ИсПолЬЗованИеМ Метода 

ЭкстРаПоляЦИИ ПРедобученной 
МоделИ rubert-tiny2, rubert-tiny1

В ходе исследования метода экстраполяции пре-
добученных трасформеров был проведен ряд эк-
спериментов на модели ruBERT-tiny2 с различным 
количеством входной последовательности токе-
нов модели. Эксперименты проводились с ис-
пользованием облачных вычислений в среде раз-
работки Google Colab, с использованием графи-
ческого процессора T4. Сама модель ruBERT-tiny2 
[10] имеет входную последовательность 2048 то-
кенов, а также мощный семантический словарь 
в 83 828 токенов.

Выбор данной модели обусловлен релевантным 
соотношением качества и затрачиваемых ресурсов 
для обучения. На примере описываемой задачи NLP 
в статье рассмотрены случаи с использованием 128, 
512, 1024 входных токенов вместо 2048.

При использовании оригинального количест-
ва входных токенов были достигнуты следующие 
метрики (табл. 2).

Модель с 2048 входными токенами (см. табл. 2) 
достигла метрики 0,675, в рамках данного дата-
сета это удовлетворительный результат, однако 
само обучение модели проводилось 55 мин 42 с. 
В контексте решения рассматриваемой задачи при 
ограниченном объеме ресурсов данная модель де-
монстрирует низкую эффективность. В связи с этим 
следующим этапом эксперимента стало сокращение 
числа входных токенов с использованием библи-
отеки LSG Converter до 1024 токенов. В результа-
те полученная метрика составила 0,669, что ниже 
точности модели с 2048 входными токенами. Тем 
не менее время обучения модели уменьшилось 
с 55 мин 42 с до 28 мин 58 с.

Таблица 1 / Table 1

балансировка классов / class balancing

класс / class количество записей /  
number of Data points

0 (повышение) 107 87

1 (неопределенность) 11 263

2 (понижение) 8730

Источник / Source: составлено авторами / Complied by the authors.
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Метод экстраполяции предобученных тран-
сформеров позволяет варьировать значение ко-
личества входных токенов модели в зависимости 
от задачи.

Следующим экспериментом является сокра-
щение до 512 входных токенов. Метрика качества 
равна 0,676 (см. табл. 2), время обучения модели 
15 мин 19 с. В данном случае удалось добиться 
незначительно большей метрики, чем на модели 
с 2048 входными токенами, а также ускорить про-
цесс обучения в 3,6 раза.

Также рассматривалась модель с 128 входны-
ми токенами. Для данной конфигурации значе-
ние метрики F1-score составило 0,66, что ниже 
по сравнению с предыдущими вариантами, тогда 
как время обучения модели сократилось до 2 мин 
59 с (см. табл. 2).

Согласно полученным данным после проведе-
ния эксперимента экстраполяции предобученных 
трансформеров (рис. 1, 2, табл. 3) немодифициро-

ванная модель трансформеров ruBERT-tiny2 (2048 
входных токенов) при решении данной задачи не 
является оптимальной. В данном случае наиболее 
удачным решением стала модель с 512 токенами 
входной последовательности. Она сочетает качест-
во модели, а также удовлетворительное количество 
затраченных ресурсов при обучении.

В табл. 4 представлены результаты экспери-
ментов, проведенных на моделях ruBERT-tiny1 
и ruBERT-tiny2. Модель ruBERT-tiny1 отличается 
меньшей сложностью, обладая сокращенным сло-
варем и входной последовательностью длиной 
512 токенов. В ходе эксперимента получены дан-
ные, свидетельствующие о возможности увеличе-
ния контекстного окна с использованием метода 
LSG Converter, что сопровождается ростом значе-
ния метрики F1-score за счет экстраполяции. Это 
указывает на то, что даже без применения метода 
чанкинга модели LLM с расширенным контек-
стным окном способны эффективно захватывать  

Таблица 2 / Table 2

Результаты экспериментов на модели rubert-tiny2 с различным количеством входной 
последовательности токенов / experimental results for the rubert-tiny2 model with Different 

Quantity of input length of the Sequence

выборки / Splits*
Метрики / metrics

eval loss eval accuracy eval f1 eval precision eval recall

Модель с 2048 входными токенами

Train 0,559016 0,765646 0,758698 0,765958 0,756780

Val 0,714382 0,674119 0,667998 0,675303 0,666474

Test 0,704781 0,679361 0,675110 0,681473 0,674465

Модель с 1024 входными токенами

Train 0,563955 0,764347 0,761114 0,764576 0,763576

Val 0,709973 0,673729 0,670612 0,673790 0,672578

Test 0,704570 0,672082 0,669810 0,674300 0,671864

Модель с 512 входными токенами

Train 0,577549 0,763447 0,757664 0,762728 0,756614

Val 0,710775 0,671650 0,666917 0,671849 0,665786

Test 0,695135 0,681180 0,676933 0,683720 0,676570

Модель с 128 входными токенами

Train 0,599955 0,739195 0,735903 0,736832 0,736963

Val 0,756285 0,640322 0,638574 0,639775 0,639736

Test 0,730899 0,661684 0,660281 0,660808 0,660871

Источник / Source: составлено авторами / Complied by the authors.

Примечание / Note: * Выборки: обучающая, валидационная и тестовая / Splits: train, validation and test.
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Рис. 1 / Fig. 1. Зависимость метрик качества от времени обучения / the relationship between Quality 
metrics and training time
Источник / Source: составлено авторами / Complied by the authors.

Рис. 2 / Fig. 2. Зависимость времени обучения от входной длины последовательности / 
the relationship between the training time and the input length of the Sequence
Источник / Source: составлено авторами / Complied by the authors.

 

 

Таблица 3 / Table 3

Зависимость метрики качества f1-score и времени обучения модели rubert-tiny2 от входной 
длины последовательности токенов / the relationship between f1-score and the training time, and 

the input length of the Sequence for the rubert-tiny2 model

входная длина последовательности / 
input length of the sequence

f1-score время обучения, мин / training time, min

128 0,660 2,59

512 0,677 15,19

1024 0,669 28,58

2048 0,675 55,42

Источник / Source: составлено авторами / Complied by the authors.
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семантический контекст текстов для задач клас-
сификации в NLP, извлекая релевантную инфор-
мацию при меньших затратах ресурсов.

ФоРМула Расчета ИндИкатоРа 
ожИданИй на бИРже

Для количественного анализа ожиданий участ-
ников финансового рынка в рамках настоящего 
исследования будет использован индикатор MEI 
(Market Estimations Indicator). Данный индика-
тор позволяет оценить прогнозные ожидания 
экономических агентов относительно ключевых 
макроэкономических переменных и, таким обра-
зом, выступает инструментом для исследования 
рыночной динамики и выявления потенциаль-
ных дисбалансов. Расчет MEI осуществляется на 
основе формулы, предложенной OECD, которая 
учитывает структурированные данные о прогно-
зах участников рынка и позволяет агрегировать 
индивидуальные оценки в единую интегральную 
величину. Применение данной методики обеспе-
чивает сопоставимость результатов между раз-
личными временными периодами и экономиче-
скими условиями, а также повышает надежность 
интерпретации динамики ожиданий рынка в кон-
тексте экономического анализа.

Формально расчет MEI представлен следующей 
зависимостью:

  ( ) ( ) 50 * * * *= + + β− + β,di
g dMEI G B K C B K

где diMEI —  диффузный индикатор мнений с рас-
пределенной инерцией; G —  доля опрошенных ре-
спондентов, ответивших о повышении экономиче-

ского параметра в будущем периоде; B —  доля 
опрошенных респондентов, ответивших о не-
определенности экономического параметра в буду-
щем периоде; C —  доля опрошенных респондентов, 
ответивших о понижении экономического параме-
тра в будущем периоде; Kg —  коэффициент веса фак-
торов повышения экономического параметра в те-
кущем периоде; Kd —  коэф фициент веса факторов 
понижения эконо мического параметра в текущем 
периоде; коэф фициент β = 0,5.

Данная формула является примером того, как 
можно использовать получившиеся метки клас-
сификации для расчета индикатора будущих из-
менений на бирже.

выводы
В настоящей работе представлены методы реше-
ния задач обработки естественного языка (NLP) 
в финансовой сфере с использованием предобу-
ченных трансформеров. Основная гипотеза иссле-
дования заключалась в том, что для эффективного 
обучения модели не всегда требуется использова-
ние длинного входного контекста. Применение 
мощных трансформеров совместно с уменьшен-
ным контекстным окном, реализованным путем 
экстраполяции, позволяет оптимизировать объ-
ем необходимых вычислительных ресурсов при 
сохранении качества модели. В качестве практи-
ческой рекомендации предлагается адаптировать 
количество входных токенов модели к медианно-
му или среднему количеству токенов в текстах, на 
которых проводится обучение, с возможностью 
последующей корректировки без необходимости 
полного переобучения модели.

Таблица 4 / Table 4

данные экспериментов для моделей rubert-tiny1 и rubert-tiny2 при различной входной длине 
последовательности / experimental results for the rubert-tiny1 and rubert-tiny2 models at 

Different input length of Sequence

входная длина 
последовательности /

input length of the sequence

rubert-tiny1 (512) rubert-tiny2 (2048)

f1-score время обучения, мин / 
training time, min f1-score время обучения, мин / 

training time, min

128 0,6602 2,59

512 0,6486 13,48 0,6769 15,19

1024 0,6608 26,48 0,6698 28,58

2048 0,6681 50,53 0,6751 55,42

Источник / Source: составлено авторами / Complied by the authors.
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методами машинного обучения

е.а. горбуноваa, Р.а. кочкаровb, Э.а. окуневаc

a ООО «Лаборатория систем автоматизации процессов», Санкт-Петербург, Российская Федерация;
b, c Финансовый университет при Правительстве Российской Федерации, Москва, Российская Федерация

аннотаЦИя
в статье рассматривается применение методов машинного обучения для анализа тональности текстов, опублико-
ванных пользователями социальной сети ВКонтакте. Это дает возможность в режиме реального времени отслежи-
вать и анализировать настроения миллионов пользователей, что способствует оперативному принятию решений 
и прогнозированию социальных процессов. В рамках исследования был реализован сбор текстовых данных с ис-
пользованием VK API, включающих посты и комментарии пользователей. Проведена предобработка текстов: очист-
ка, лемматизация, удаление стоп-слов и векторизация методом TF-IDF. Для классификации эмоциональной окра-
ски были протестированы модели: логистическая регрессия, случайный лес, наивный байесовский классификатор,  
а также нейросетевые архитектуры LSTM и Transformers (RuBERT). Наивный байесовский классификатор показал 
наилучшие результаты по метрике полноты и сбалансированности по другим метрикам. Согласно результатам ана-
лиза, большинство текстов пользователей имеют нейтральную или положительную тональность, и лишь незначи-
тельная часть — негативную. Представлены визуализации и статистика распределения тональности. Работа демон-
стрирует эффективность применения классических методов машинного обучения для обработки и анализа текстов 
в русскоязычных социальных сетях.
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введенИе
Современные социальные сети стали важной пло-
щадкой для выражения мнений, обмена информа-
цией и формирования общественного мнения. Мил-
лионы пользователей ежедневно публикуют тексты, 
комментарии, делятся эмоциями и впечатлениями, 
создавая огромные объемы неструктурированных 
данных. Анализ тональности (sentiment analysis) —  
автоматическое определение эмоциональной окра-
ски текстов —  приобретает ключевое значение для 
понимания общественных настроений, мониторин-
га репутации брендов, оценки эффективности мар-
кетинговых кампаний и выявления трендов.

Особенно актуальным анализ тональности ста-
новится в контексте социальных сетей, таких как 
ВКонтакте, которые являются крупнейшими плат-
формами в русскоязычном сегменте интернета. Здесь 
исследователи и компании получают возможность 
в режиме реального времени отслеживать и ана-
лизировать настроения миллионов пользователей, 
что способствует оперативному принятию решений 
и прогнозированию социальных процессов [1].

Однако специфика русского языка, включая его 
морфологическую сложность и богатство форм слов, 
предъявляет особые требования к методам обра-
ботки и анализа текстов. Современные технологии 
машинного обучения и глубокого обучения, такие как 
наивный байесовский классификатор, рекуррентные 
нейронные сети (LSTM) и трансформеры (RuBERT), 
активно применяются для повышения точности оп-
ределения тональности текстов на русском языке [2].

Таким образом, актуальность анализа тональности 
в социальных сетях обусловлена не только ростом 
объема пользовательских данных, но и необходи-
мостью создания эффективных инструментов для 
их автоматической обработки и интерпретации, что 
имеет важное значение для бизнеса, науки и соци-
альной сферы [3].

Цель работы —  выявление эмоциональной окра-
ски текстов пользователей сети ВКонтакте с помощью 
методов анализа тональности.

Методы ИсследованИя
Исследование проводилось в несколько этапов:

•  сбор данных из сети ВКонтакте (посты и ком-
ментарии) через API;

•  предобработка текста (очистка, токенизация, 
лемматизация);

•  векторизация методом TF-IDF;
•  обучение и сравнение моделей (логистическая 

регрессия, случайный лес, наивный байес, LSTM, 
RuBERT);

•  оценка моделей по метрикам (Accuracy, Preci-
sion, Recall, F1-score);

•  анализ распределения тональности (позитив-
ные, нейтральные, негативные тексты).

В рамках данного исследования для анализа то-
нальности текстов из социальной сети ВКонтакте 
применялись современные методы обработки есте-
ственного языка (NLP) и машинного обучения [4]. 
Основная цель состояла в автоматическом опреде-
лении эмоциональной окраски текстов —  положи-
тельной, нейтральной или отрицательной.

Первым этапом являлась предобработка данных, 
которая включала очистку текста от пунктуации, 
специальных символов и URL, токенизацию, удале-
ние русскоязычных стоп-слов и лемматизацию [5]. 
Эти шаги способствуют снижению шума в данных 
и повышают качество последующего анализа. Для 
лемматизации использовались специализированные 
инструменты, учитывающие особенности русского 
языка.

Для преобразования текстовых данных в число-
вой формат была применена модель TF-IDF (Term 
Frequency —  Inverse Document Frequency), которая 
позволяет учитывать не только частоту слов, но и их 
значимость относительно всего корпуса текстов 
[6]. Этот подход улучшает различимость ключевых 
терминов в контексте тональности.

Далее были обучены и сравнены несколько моде-
лей машинного обучения: логистическая регрессия, 
случайный лес и наивный байесовский классифика-
тор [7]. Кроме классических моделей, были протести-
рованы модели глубокого обучения —  рекуррентная 
нейронная сеть LSTM и трансформерная модель 
RuBERT, специально адаптированная для русского 
языка. Выбор таких моделей обусловлен их способ-
ностью выявлять сложные зависимости в текстах 
и учитывать контекст при анализе тональности.

Оценка эффективности моделей проводилась 
по стандартным метрикам качества классифика-
ции —  точности (Accuracy), полноте (Recall), точности 
классификации (Precision) и F1-мере. Анализ показал, 
что наивный байесовский классификатор обеспечил 
лучший баланс между полнотой и точностью, что 
важно для задач сентимент-анализа.

Таким образом, использование комплексного 
подхода —  от тщательной предобработки до приме-
нения различных моделей машинного и глубокого 
обучения —  позволило получить надежные результа-
ты по определению эмоциональной окраски текстов 
пользователей ВКонтакте.

оПИсанИе соЦИалЬной сетИ 
вконтакте как обЪекта 

ИсследованИя
Социальная сеть ВКонтакте (VK) является одной 
из крупнейших и наиболее популярных плат-
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форм для онлайн-коммуникации в России и стра-
нах СНГ. Запущенная в 2006 г., она предоставляет 
пользователям широкий спектр возможностей 
для общения, обмена контентом, создания сооб-
ществ и проведения маркетинговых кампаний. По 
состоянию на 2024 г., количество активных поль-
зователей сети ВКонтакте превышает 100 млн, что 
делает ее уникальным объектом для социологиче-
ских и лингвистических исследований.

Платформа ВКонтакте сочетает в себе функции 
социальной сети, медиаплатформы и инструмента 
для организации сообществ по интересам. Пользова-
тели могут создавать и публиковать посты, коммен-
тировать и ставить лайки, делиться фотографиями, 
аудио- и видеоматериалами 1. Такая многообразная 
активность обеспечивает богатый и разнообразный 
корпус данных для анализа.

Особенностью ВКонтакте является относительно 
открытый доступ к данным через публичный API, что 
позволяет исследователям собирать и анализиро-
вать значительные объемы информации, сохраняя 
при этом конфиденциальность пользователей 2. API 
ВКонтакте предоставляет возможности для получения 
данных о пользователях, их постах, комментариях, 
реакциях и взаимодействиях, что важно для комплек-
сного анализа социальных процессов и настроений.

Для анализа эмоциональной окраски текстов сеть 
ВКонтакте представляет интерес благодаря своей 
русскоязычной аудитории, разнообразию тем и стилю 
общения [8]. Платформа отражает как повседнев-
ные коммуникации, так и реакции на социальные, 
политические и культурные события, что делает ее 
идеальной площадкой для изучения динамики об-
щественного мнения и эмоциональных реакций.

Таким образом, социальная сеть ВКонтакте —  это 
многогранная среда с огромным массивом текстовой 
информации, которая служит надежной основой для 
исследования тональности и настроений пользова-
телей в современном цифровом пространстве.

ИсПолЬЗованИе Vk api для сбоРа 
данных И оПИсанИе датаФРейМов

Для сбора данных из социальной сети ВКонтакте 
в рамках данного исследования использовался офи-
циальный программный интерфейс приложения —  
VK API. Этот инструмент предоставляет доступ к ши-
рокому спектру информации о пользователях, их 
активностях, постах и комментариях, что делает его 
незаменимым для анализа социальных сетей.

1 Что такое ВК. Вконтакте. URL: https://vk.company/ru/
company/about/
2 API|VK для разработчиков. Вконтакте. URL: https://dev.
vk.com/ru/reference

Таблица 1 / Table 1

данные о пользователях социальной сети 
вконтакте / Vkontakte Social network user Data

№ обозначение / 
Designation данные / Data

1 id Идентификационный номер 
пользователя

2 bdate Дата рождения

3 city_title Город

4 country_title Страна

5 first_name Имя

6 last_name Фамилия

Источник / Source: составлено авторами / Complied by the authors.

Таблица 2 / Table 2

данные о постах пользователей социальной 
сети вконтакте / user post Data from Vk Social 

network

№ обозначение / 
Designation данные / Data

1 user_id Идентификационный номер 
пользователя

2 post_id Идентификационный номер 
публикации пользователя

3 post_text Текст поста

4 date_formatted Дата публикации в формате 
ДД.ММ.ГГГГ

5 time Время публикации в формате 
ЧЧ: ММ: СС

6 likes Количество лайков

7 comments Количество комментариев

8 views Количество просмотров

9 photo_url URL фотографии в посте, если 
есть

10 video_link Ссылка на видео в посте, если 
есть

11 audio_link Ссылка на аудио в посте, если 
есть

Источник / Source: составлено авторами / Complied by the authors.
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В работе применялись ключевые методы API, 
такие как:

•  users.search —  метод для поиска пользовате-
лей по заданным параметрам (например, возраст, 
пол, город), что позволило сформировать репре-
зентативную выборку пользователей для анализа;

•  users.get —  предоставлял подробную инфор-
мацию о конкретных пользователях, включая их 
демографические данные и профильные атрибуты;

•  wall.get —  метод, используемый для извлече-
ния постов с пользовательских стен, включая тек-
сты публикаций, время создания, количество лай-
ков, комментариев и просмотров;

•  likes.getList и comments.getList —  методы для 
получения информации о пользователях, кото-
рые взаимодействовали с постами (ставили лайки, 
оставляли комментарии) 3.

В результате использования методов VK API 
для сбора данных была сформирована серия да-
тафреймов, представляющих собой структуриро-
ванные таблицы с информацией о пользователях, 
их публикациях, а также взаимодействиях с этими 
публикациями (лайки и комментарии). Каждый 
из датафреймов отражает определенный аспект 
активности в социальной сети ВКонтакте и является 
основой для последующего анализа.

Данные датафрейма df_all_users —  информация 
о пользователях в социальной сети Вконтакте содер-
жит 14 711 уникальных пользователей социальной 
сети (табл. 1).

Для сбора данных о постах пользователей были 
применены методы: users.get и wall.get.

Данные датафрейма df_all_posts —  информация 
о пяти последних постах пользователей в социаль-
ной сети ВКонтакте, содержат 55 589 уникальных 
идентификаторов постов пользователей (табл. 2).

Данные датафрейма df_likes —  информация о лю-
дях, поставивших лайк на посты, содержат 1 191 231 
записей (табл. 3).

Данные датафрейма df_comments содержат ин-
формацию о людях, которые оставили комментарий 
под постом другого пользователя, и насчитывают 
23 467 записей (табл. 4).

В процессе сбора данных строго учитывался ряд 
ограничений, установленных платформой ВКон-
такте для обеспечения стабильной работы сервиса 
и защиты данных пользователей.

•  Ограничение по количеству запросов: API 
ВКонтакте накладывает лимит на количество за-
просов в единицу времени (например, не более 
трех запросов в секунду для одного токена). Для 

3 Использование VK API. Вконтакте. URL: https://dev.
vk.com/ru/api/overview

предотвращения превышения лимита запросы 
были организованы с использованием очередей 
и задержек, что обеспечило плавное и корректное 
взаимодействие с сервером.

•  Пагинация данных: для получения больших 
объемов данных применялась постраничная за-
грузка с использованием параметров offset и count. 
Это позволяло эффективно обходить ограничение 
на максимальное количество записей, возвращае-
мых за один запрос.

•  Этические и правовые нормы: соблюдались 
правила обработки персональных данных, уста-

Таблица 3 / Table 3

данные о взаимных лайках пользователей 
социальной сети / mutual likes Data between 

Social network users

№ обозначение / 
Designation данные / Data

1 owner_id Идентификационный 
номер пользователя, кому 
принадлежит пост

2 post_id Идентификационный номер 
поста

3 liker_id Идентификационный номер 
пользователя, который 
поставил лайк посту

Источник / Source: составлено авторами / Complied by the authors.

Таблица 4 / Table 4

данные о комментариях пользователей 
социальной сети / Social media user comments 

Data

№ обозначение / 
Designation данные / Data

1 owner_id Идентификационный 
номер пользователя, кому 
принадлежит пост

2 post_id Идентификационный номер 
поста

3 commenter_id Идентификационный номер 
пользователя, который оставил 
комментарий под постом

4 comment_text Текст комментария

5 likes_count Количество лайков данного 
комментария

Источник / Source: составлено авторами / Complied by the authors.
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новленные законодательством и политикой сети 
ВКонтакте. Данные пользователей обрабатыва-
лись анонимно и использовались исключительно 
в агрегированном виде с целью проведения науч-
ного анализа.

•  Обновление и мониторинг API: в процессе 
работы регулярно отслеживались изменения в до-
кументации VK API и корректировались методы 
и параметры запросов для поддержания актуаль-
ности и стабильности сбора данных.

Таким образом, благодаря четкой организации 
процесса и соблюдению технических и этических 
норм был обеспечен качественный и безопасный 
сбор данных, необходимых для дальнейшего ана-
лиза тональности и поведения пользователей со-
циальной сети.

ПРедобРаботка данных
Перед применением моделей машинного обуче-
ния для анализа тональности текстов необходимо 
провести качественную предобработку данных. 
Целью данного этапа является очистка текста от 
лишней информации, приведение его к унифици-
рованному виду и подготовка к векторному пред-
ставлению, пригодному для машинной обработки.

Первым шагом в предобработке текстов является 
их очистка от шумов, не несущих семантической 
нагрузки. Для этого были выполнены следующие 
действия: удаление знаков пунктуации, специ-
альных символов, гиперссылок с использованием 
регулярных выражений, чисел и эмодзи, если они 
не несли значимой информации [9].

Все тексты были приведены к нижнему регистру, 
что позволяет унифицировать слова при последу-
ющей обработке и избежать дублирования лексем, 
различающихся только по регистру.

Следующим этапом является токенизация —  про-
цесс разбиения текста на отдельные слова (токены). 
Для этого использовались стандартные инструмен-
ты библиотеки nltk [10].

После токенизации из текстов были удалены 
стоп-слова —  наиболее частотные слова в русском 
языке, не несущие значимой смысловой нагрузки. 
Удаление стоп-слов позволило сократить количество 
признаков в векторном пространстве и повысить 
значимость оставшихся слов.

Для нормализации форм слов применялась лем-
матизация —  приведение слов к их начальной (сло-
варной) форме. Основным инструментом для этого 
выступила библиотека pymorphy2, ориентированная 
на морфологический анализ русского языка [11].

Лемматизация позволяет сократить размер слова-
ря признаков и устранить избыточность, вызванную 
грамматическими формами одного и того же слова.

Результатом предобработки стало создание но-
вой колонки cleaned_text в каждом из датафреймов.

Для приведения текстов к числовому формату, 
пригодному для обучения моделей, применялась 
модель TF-IDF [12]. Этот метод позволяет оценить 
важность каждого слова в документе относительно 
корпуса текстов.

В результате применения TF-IDF каждый текст 
был представлен в виде разреженного вектора, где 
каждый элемент соответствует весу конкретного 
термина. Эти векторы стали входными признаками 
для дальнейшего обучения моделей классификации.

аналИЗ тоналЬностИ текста
Анализ тональности текстов —  важный этап обра-
ботки пользовательского контента, позволяющий 
определить эмоциональную окраску сообщений. 
В настоящей работе были рассмотрены и обучены 
как классические алгоритмы машинного обучения, 
так и современные методы глубокого обучения [13, 
14]. В данном разделе описывается архитектура 
использованных моделей, методы оценки и выбор 
финального решения на основе сравнительного 
анализа.

Для определения наиболее эффективной модели 
было проведено сравнение пяти алгоритмов: ло-
гистической регрессии, случайного леса, наивного 
байесовского классификатора, LSTM, Transformers 
(табл. 5) [15, 16].

Сравнение производилось на основе таких ме-
трик, как точность (Accuracy), точность классифика-
ции (Precision), полнота (Recall), F1-мера (F1-Score) 
и площадь под кривой ошибок (ROC-AUC). В резуль-
тате анализа наилучшие характеристики продемон-
стрировал наивный байесовский классификатор.

Он был выбран в качестве основной модели по 
следующим причинам:

•  лучшая полнота (Recall) —  важна в задачах, 
где необходимо минимизировать пропуск опре-
деленного класса (например, негативных коммен-
тариев);

•  сбалансированное поведение по точности 
и F1-мере, сопоставимое с другими моделями;

•  простота и высокая скорость обучения;
•  стабильность при обработке разреженных 

данных [17].
Выбранная модель была применена к очищен-

ным текстам постов из датасета df_all_posts. В ре-
зультате каждому посту была присвоена оценка 
его эмоциональной окраски, которая добавлялась 
в датасет как новая колонка «Индекс эмоциональ-
ной оценки». Для дальнейшего анализа был рас-
считан средний индекс эмоциональной оценки 
для каждого пользователя на основе его последних 
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пяти постов, результаты расчетов были добавлены 
в датасет df_all_users. Это позволило выявить общие 
тренды в эмоциональном состоянии пользователей 
и оценить динамику изменения настроения в соци-
альной сети (рис. 1).

Визуализация эмоциональной окраски текста 
постов пользователей помогла проанализировать 
данные, по которым можно сделать вывод, что 11 885 
постов содержат нейтральную окраску текста, 7249 —  
позитивную и 655 —  негативную.

Обученная модель наивного Байеса была при-
менена к векторизованным комментариям для их 
классификации на положительные, негативные 

и нейтральные. Результаты классификации были 
визуализированы для наглядности распределения 
эмоциональных окрасок [18]. Это позволило оце-
нить общее настроение и реакции пользователей 
(рис. 2).

В результате анализа визуализации эмоциональ-
ной окраски текста комментариев можно сделать 
вывод, что 54% комментариев имеют нейтральную 
окраску текста, 42% комментариев —  положитель-
ную и 4% —  негативную.

Применение наивного байесовского класси-
фикатора к комментариям демонстрирует его 
эффективность в определении эмоциональных 

Таблица 5 / Table 5

сравнительная характеристика моделей машинного обучения / 
comparative characteristics of machine learning models

Модель / model accuracy precision recall f1-Score roc-auc

Логистическая регрессия 0,73 0,73 0,73 0,73 0,81

Случайный лес 0,72 0,72 0,74 0,73 0,80

Наивный байесовский 
классификатор

0,73 0,74 0,72 0,73 0,81

LSTM 0,69 0,69 0,71 0,70 0,77

Transformers 0,71 0,72 0,70 0,71 0,78

Источник / Source: составлено авторами / Complied by the authors.

Рис. 1 / Fig. 1. Эмоциональная окраска текста пользователей / Sentiment of user-generated text
Источник / Source: составлено авторами / Complied by the authors.
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тенденций. Полученные данные могут служить 
основой для стратегий взаимодействия и кон-
тент-планирования.

выво ды
Результаты автоматизированного анализа тональ-
ности текстов позволяют не только оценить общее 
настроение пользователей социальной сети, но 
и выявить потенциальные поведенческие и пси-
хологические особенности их взаимодействия 
в цифровом пространстве.

На основе классификации тональности, прове-
денной с использованием модели наивного байесов-
ского классификатора, были получены следующие 
распределения по эмоциональной окраске текстов.

Посты пользователей (всего 21 989):
•  нейтральные —  11 885 постов (54%);
•  положительные —  7249 постов (42%);
•  негативные —  655 постов (4%).
Комментарии пользователей (всего 17 904):
•  нейтральные —  10 787 комментариев (60%);
•  положительные —  8243 комментария (37%);
•  негативные —  774 комментария (3%).

Такая картина позволяет говорить о доми-
нировании нейтрального и позитивного кон тен-
та в обоих типах пользовательских со общений.

•  Пользователи социальной сети ВКонтакте 
в большей степени склонны к нейтральной или 
положительной тональности как в публикациях, 
так и в комментариях.

•  Доля негативных сообщений во всех типах 
контента не превышает 4%, что может свидетель-
ствовать о контролируемом 62-м уровне эмоцио-
нальной агрессии и высокой социальной норма-
тивности в выражении мыслей.

•  Посты оказываются чуть более позитивными, 
чем комментарии, где наблюдается большая доля 
нейтрального высказывания —  это может указы-
вать на более сдержанный стиль коммуникации 
при обсуждении чужих сообщений.

Таким образом, проведенный анализ не только 
выявил структуру эмоциональной окраски кон-
тента, но и открыл перспективы для дальнейших 
междисциплинарных исследований —  в области 
социологии, психологии и цифровой лингви-
стики.
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аннотаЦИя
Настоящее исследование посвящено анализу процесса развития видеоигр приключенческого жанра. Цель исследо-
вания — определение текущих тенденций к созданию текстовых квестов на основе инновационных подходов. Зада-
чи исследования включают: анализ современного состояния жанра, обзор применяемых технологий в разработке 
видеоигр, а также социокультурные эффекты. научная значимость работы обусловлена необходимостью переос-
мысления потенциала жанра адвентюрных игр в контексте современных условий. Практическая значимость рабо-
ты подтверждается представлением конкретных примеров разработки инструментария для создания компонентов 
текстовых квестов с использованием искусственного интеллекта. Так, например, алгоритмы нейросетей способны 
генерировать не только сюжет, но и аудиовизуальный ряд видеоигры, что сокращает время ее разработки и снижает 
затраты на производственный процесс. Сравнительный анализ на примере игры «Far Cry» позволяет выявить пути 
совершенствования подходов к разработке видеоигр. Рассмотрены последствия блокировки зарубежных онлайн-
платформ из-за наличия запрещенных материалов, и указаны пути решения для отечественного рынка видеоигр. 
основные выводы исследования подчеркивают важность государственной поддержки для развития национальной 
платформы видеоигр, что укрепит систему ценностей и обеспечит защиту национальной культуры.
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The paper analyzes evolution and state-of-art of adventure videogames. the goal of the study is to reveal the trends 
in creating text quests based on innovative approaches. these are the tasks to solve: to analyze interactive fiction 
videogames, to make a review of the technologies employed in videogames development, to highlight social and 
cultural effects. the scientific value is the evaluation of the potential of adventure games in present-day conditions. 
The practical applicability is proved by real examples demonstrating the AI-tools used for creating elements of text 
quests. For example, neural networks are employed both to generate the plot of the quests and audio and visual content. 
That shortens development time and reduces the cost of production process. The comparative analysis performed for 
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введенИе
В современном мире, где технологии и медиа играют 
все более значимую роль, индустрия компьютерных 
игр приобрела огромный масштаб. Одним из зна-
чимых результатов этого процесса стало появление 
киберспорта, а также науки о компьютерных играх —  
Game Studies. Эта междисциплинарная наука изучает 
видеоигры как культурный феномен. Многие отечест-
венные работы посвящены исследованию отдельных 
аспектов приключенческих игр. В частности, большая 
часть публикаций посвящена эстетике дизайна гра-
фической составляющей [1–3]. Но следует отметить, 
что успех игры в большей степени определяется сю-
жетом и игровым процессом —  геймплеем (от англ. 
game play), нежели графическими возможностями. 
Геймплей включает в себя игровые механики, такие 
как динамика, управление и развитие персонажа, 
определяющие интерес игрока к игре. Практика по-
казывает, что успех игры напрямую зависит от ее 
способности удерживать интерес аудитории, причем 
качество графики играет второстепенную роль [4].

Одним из самых увлекательных жанров, который 
несправедливо забыт, является «Interactive Fiction» —  
текстовые квесты, в которых игрок взаимодействует 
с текстовым окружением, выбирая действия и реше-
ния, которые влияют на ход игры. Этот жанр заро-
дился во второй половине XX в., в эпоху текстовых 
интерфейсов и первых персональных компьютеров. 
Он остается актуальным благодаря своему потенци-
алу для развития креативного мышления и вообра-
жения. Сегодня этот жанр требует переосмысления 
в контексте новейших технологий, доступных для 
разработчиков [5–8].

В программировании интерфейсы —  это не толь-
ко графический интерфейс пользователя [от англ. 
Graphical User Interface (GUI)], но и конструкции, 
которые определяют, как взаимодействуют раз-
личные компоненты программы в самой системе 
компьютера. В адвентюрных (приключенческих) 
играх концепция интерфейса принимает форму 
командной строки или CLI (от англ. Command Line 
Interface). В данной статье рассматриваются игровые 
интерфейсы без традиционного GUI, где графическим 
интерфейсом служит обычный текст.

Интерактивную беллетристику и текстовые квесты 
можно рассматривать как взаимосвязанные категории 
текстовых игр, акцентирующих внимание на повест-
вовании и взаимодействии с игровым миром, но при 
этом различающихся по сложности и механике. Поэ-
тому в статье эти понятия считаются эквивалентными.

Цель исследования —  определение текущих 
тенденций к созданию текстовых квестов на основе 
инновационных подходов. Задачи исследования 
включают: анализ современного состояния жанра, 

обзор применяемых технологий в разработке ви-
деоигр, а также социокультурные эффекты.

гейМИФИкаЦИя лИтеРатуРы 
в адвентЮРных ИгРах

Адвентюрные игры представляют собой один из 
наиболее популярных жанров компьютерных игр, 
привлекающих широкую аудиторию по всему миру. 
Они напоминают литературные произведения, но от-
личаются тем, что игрок становится героем истории, 
формируя локации и события, а также определяя 
исход рассказа своими действиями, хотя возможные 
концовки предопределены автором игры. В процессе 
прохождения игрок сталкивается с различными 
вызовами: преодоление препятствий, решение логи-
ческих задач, взаимодействие с игровыми персона-
жами, поиск необходимых предметов. Эти элементы 
требуют от игрока применения логики, креативности 
и внимательности к деталям, что делает игровой 
процесс увлекательным и захватывающим. Причем 
к решению любой задачи нужно прийти путем ло-
гических рассуждений.

Игра «Colossal Cave Adventure» положила начало 
текстовым квестам и всему приключенческому жанру 
в 1970-х гг. Эта игра посвящена Мамонтовой пещере 
с историей, насчитывающей более 230 лет —  от на-
полеоновских войн до 90-х гг. XX в. Ученый и про-
граммист Уильям Краутер создал компьютерную 
программу с моделью этой пещеры, после чего вместе 
с другом Доном Вудсом, поклонником творчества 
Джона Р. Р. Толкина, они наполнили модель волшеб-
ными существами и предметами. В те годы не было 
компьютерной графики, взаимодействие происходило 
через ввод команд с клавиатуры телетайпа, а ответы 
компьютер печатал на бумаге. Играющий вводил 
команды для героя, а компьютер описывал результат. 
Выглядело это примерно так, как изображено на рис. 1.

Несмотря на кажущуюся простоту, игра оказалась 
сложной и увлекательной. Компьютерные игры в то 
время были доступны только программистам, и даже 
опытные специалисты тратили недели на прохожде-
ние игры. Таким образом программа «Colossal Cave 
Adventure» стала первой текстовой адвентюрной 
игрой в мире [9].

Золотой период текстовых игр пришелся на пер-
вую половину 1980-х гг., когда компании Infocom 
и Level 9 выпустили множество успешных проек-
тов. Марк Бланк и создатели серии текстовых игр 
«Zork» (компания Infocom) признавали «Colossal 
Cave Adventure» источником вдохновения. Несмо-
тря на отсутствие графики в этих играх, продукты 
Infocom издавались и переиздавались вплоть до на-
чала 2000-х гг. Этим занималась компания Activision, 
которая приобрела Infocom 1989 г.
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Следует отметить, что из существующих на сегод-
няшний день трудов наиболее подробное руководство 
по созданию интерактивной беллетристики представ-
лено в разделе «Глава 14. Генерация текста» книги [10].

В 1980 г. вышла в свет игра «Mystery House», исполь-
зовавшая векторную графику без цвета и анимации 
(текст и белые линии на черном фоне 1), а в 1984 г. 
компания Sierra Online выпустила первую в своем 
роде графическую игру в жанре «King’s Quest» («Ко-
ролевское приключение», рис. 2). Эта игра стала пер-
вой по-настоящему графической игрой жанра, после 
чего жанр «Interactive Fiction» поступенно утратил 
популярность.

В 1990-х гг. поклонники жанра создавали, рас-
пространяли на дискетах и совместно проходили 
такие игры, а также выпускали электронные журналы, 
посвященные интерактивной литературе. Тем не ме-
нее текстовые приключенческие игры имеют место 
и в настоящее время, но чаще создаются любителями 
для смартфонов и распространяются через интернет.

«interactiVe fiction»  
в совРеМенных вИдеоИгРах

В первой части игры «Космические рейнджеры» 
российской студии Elemental Games представлено 
120 обычных (графических) и 26 текстовых заданий. 
Та часть геймплея, которая отвечает за сюжетные 

1 Classic Retro Gaming. Mystery House (1980 On-Line Systems) 
(Apple2) [Видеозапись]. RUTUBE. URL: https://rutube.ru/vide
o/544673810b103b3974635d781e52e8e6 (дата обращения: 
16.05.2025).

повороты, реализована через выбор подходящего 
варианта ответа. При описании игры всегда акцен-
тируется внимание на наличие элементов тексто-
вого квеста и по отзывам игроков, данный аспект 
является одним из наиболее увлекательных.

С накоплением знаний и опыта в программиро-
вании пришло понимание, что создание подобной 
игры в одиночку нереализуемо —  необходима ко-
манда разработчиков: программисты, тестиров-
щики, литераторы для создания сюжета, а также 
проджект- и продакт-менеджер (продуктолог) [11] 
для организации работы и выстраивания процесса 
создания продукта. Несмотря на простой вид ка-
дра, представленного на рис. 3, разработка второй 
части игры «Космические рейнджеры 2: Домина-
торы» (2004 г.) осуществлялась усилиями около 
30 специалистов —  10 сотрудников в офисе и около 
20 удаленных специалистов, включая програм-
мистов, композиторов, художников, сценаристов 
и писателей квестов. Тогда команда полностью 
сосредоточилась на этом проекте, не отвлекаясь 
на другие разработки.

Интеграция элементов «Interactive Fiction» в сов-
ременные видеоигры значительно расширяет по-
тенциал текстовых квестов в плане обогащения 
игрового опыта. С развитием инновационных тех-
нологий, таких как большие языковые модели [от 
англ. Large Language Model (LLM)], системы диалогов 
в играх могут стать более гибкими и реалистичны-
ми, и этот аспект также активно изучается с точки 
зрения машинного обучения.

Рис. 1 / Fig. 1. Интерфейс игры «colossal cave adventure» / interface of the game “colossal cave 
adventure”
Источник / Source: игра «Colossal Cave Adventure» в интернете / The game “Colossal Cave Adventure” in Internet.
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Рис. 2 / Fig. 2. Первая графическая адвентюрная игра «king’s Quest». Под изображением —  строка для 
ввода пользовательской команды на английском языке / the first graphical adventure game “king's 
Quest”. the black line under the picture is used for entering user commands in english
Источник / Source: игра «King’s Quest» в интернете / The game “King’s Quest” in Internet.

Рис. 3 / Fig. 3. Элементы интерактивной литературы в игре «космические рейнджеры» / 
elements of interactive literature in the game “Space rangers”
Источник / Source: игра «Космические рейнджеры» в интернете / The game “Space Rangers” in Internet.
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ПеРсПектИвы РаЗвИтИя
«interactive fiction» и ремейки:  

вдохновение для новых игровых миров
В продолжение предыдущего раздела статьи 
авторы предлагают дополнить элементами 
«Interactive Fiction» видеоигру «Far Cry 2», дей-
ствие которой разворачивается в африканской 
стране, чтобы разнообразить монотонный сюжет, 
сохранив и улучшив при этом высокое качество 
визуальной составляющей. Благодаря этому дан-
ная часть станет столь же значимой, как и преды-
дущая, а насыщенность игрового процесса и рей-
тинги игры существенно возрастут. Французская 
компания Ubisoft может выпустить обновленную 
версию игры «Far Cry 2004 remastered», которая 
стала бы ценным подарком адептам олдскула 2 
(как в случае с игрой «Duke Nukem 3D» от 1996 г. 
и «Duke Nukem Forever» от 2011 г. или фильмом 
«Терминатор: Тёмные судьбы» от 2019 г. с от-
сылками ко второй части франшизы, вышедшей 
в 1991 г.), а затем —  «Far Cry 2 remake» с элемента-
ми логического квеста.

Уточним, что ремастер представляет собой 
обновленное переиздание игры с измененной 
структурой и интерфейсом, но с сохранением 
оригинального сюжета. Ремейк подразумевает 
глубокую переработку игрового процесса, но при 
этом сохраняются узнаваемые черты оригинала. 
Для классификации игры как ремейка требуется 
использование новой игровой платформы или 
движка. Оба подхода начинаются с обратной раз-
работки (reverse engineering), в ходе которой раз-
работчики декомпилируют оригинальную игру, 
анализируя взаимосвязи, логику кода и ключевые 
метрики геймплея 3.

В африканской части игры отсутствуют запо-
минающийся сюжет и выразительные персонажи 
(за исключением антагониста —  аморального мани-
пулятора), в отличие от игры «Far Cry 2004», после 
которой главный протагонист стал харизматичным 
злодеем сиквела (рис. 4). Несмотря на анархичную 
обстановку в вымышленной стране, представлен-
ную в сюжете, логика игрового процесса должна 
присутствовать и сохраняться, а не сводиться к вы-
полнению бессмысленных однообразных заданий.

Механика в игре «Far Cry 2» отличается высокой 
степенью реализма и детальной проработкой, что 

2 От англ. old school gaming, classic gaming, retrogaming —  
определение, подразумевающее ностальгическое увлече-
ние старыми компьютерными играми.
3 Лычак С. Ремейки и  ремастеры: чем они различаются 
и  как создаются. Skillbox. URL: https://skillbox.ru/media/
gamedev/remeyki-i-remastery-chem-oni-razlichayutsya-i-
kak-sozdayutsya/ (дата обращения: 21.05.2025).

делает игру хорошей основой для ремейка и зна-
чительно расширяет возможности для дальнейших 
творческих решений. При этом элементы интерак-
тивной повествовательности в «Far Cry 2» могут 
добавить глубину и уникальность, которые реа-
лизованы недостаточно полно.

Включение элементов именно текстового (а не 
графического) квеста позволит не менять игровой 
процесс кардинально, а сохранить его почти в преж-
нем виде и освежить только графическую часть. 
Такой подход может стать нетривиальным допол-
нением для многих ремейков игр. При этом квест 
на фоне гражданской войны, развязанной в игре, 
может иметь русские корни: например, описания 
из романа Николая Островского «Как закалялась 
сталь» и загадки из серии игр «Петька и Василий 
Иванович» 4. Использование мотивов русской клас-
сики добавят уникальности игровому процессу.

Таким образом, возврат к основам серии (пер-
вым двум частям игры «Far Cry») мог бы способ-
ствовать восстановлению репутации Ubisoft в ин-
дустрии развлечений, которая частично утраче-
на. Здесь проведем параллель с тем фактом, что 
ключом к процветанию компаний Tesla, SpaceX 
и SolarCity Илона Маска стала приверженность 
их основателя идее конструирования на основе 
первых принципов (first principles), что отличается 

4 Но в  случае такой интеграции крайне важно учитывать 
аспекты национальной идентичности, чтобы не полу-
чилось, как с  запрещенной в  России игрой «Call of Duty: 
Modern Warfare III» за наличие сцен с насилием в отноше-
нии россиян. Здесь будут полезны знания истории Отече-
ства и классической русской литературы.

Рис. 4 / Fig. 4. джек карвер и Jackal (шакал) —  
это одно лицо. необычный ход / Jack carver and 
Jackal are the Same person. an unusual move
Источник / Source: Официальное заявление Ubisoft от 2021 г. / 

Ubisoft’s official statement from 2021.  Бэй А. Ubisoft официаль-

но подтвердили, что Шакал — это Джек Карвер. GamerBay. URL: 

https://gamerbay.ru/games/Ubisoft-oficialno-podtverdila-chto-

shakal-dzhek-karver.
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от проектирования по аналогии (итеративного 
проектирования).

Искусственный Интеллект  
как новый ИнстРуМент 
РаЗРаботчИка вИдеоИгР

Как было указано ранее, основными компонентами 
любой игры являются ее сюжет и игровой процесс. 
Качество сценариев квестов является ключевым 
фактором успеха, ведь именно они задают цели 
и задачи для игроков, предоставляя им структуру 
и направление в игре. Однако создание интересных, 
нетривиальных и увлекательных сценариев —  это по-
настоящему творческая задача, которая не всегда мо-
жет быть решена самостоятельно разработчиком. Для 
решения подобного класса задач можно использовать 
такую технологию искусственного интеллекта, как 
языковую модель (ЯМ) нейронной сети. Эти модели 
предназначены для обработки и генерации естест-
венного текста. Они обучаются на больших объемах 
текстовых данных, чтобы понять структуру языка 
и генерировать новый текст, который соответствует 
обучающим данным. В работе [12] было проведено 
сравнение различных типов нейронных сетей на 
основе ряда сформулированных критериев, чтобы 
выявить наиболее эффективные из них для генерации 
сценариев квестов. В результате был сделан вывод 
о том, что нейронные сети типа «трансформер», а так-
же чат-боты Gigachat, Wordify и ChatGPT наилучшим 
образом справляются с вышеупомянутой задачей.

Одним из самых актуальных методов создания 
игровых сюжетов является генерация процедурных 
сюжетов. Суть этого подхода заключается в том, что 
сюжеты создаются динамически во время игры, 
и они могут быть уникальными для каждой новой 
сессии. Генерация процедурных сюжетов также 
использует алгоритмы и нейросетевые технологии 
для создания разнообразных и интересных историй, 
подстраиваясь под действия и решения игроков [13].

Дизайн, наряду с сюжетной линией, напрямую 
влияет на впечатления и эмоции, которые вызовет 
продукт —  игра —  у потенциальных пользователей. 
Нейросети, по сути, стали полноценным помощ-
ником дизайнеров. Для генерации изображений 
удобно использовать специальные чат-боты (напри-
мер, Bing, MI Journey и др.), которые создают изо-
бражения на основе общего описания персонажа. 
Такой подход полностью изменяет этап создания 
концепт-арта и исключает необходимость участия 
концепт-художника 5. Это позволяет сократить рас-

5 Концепт-арт представляет собой процесс визуального 
воплощения идей и  концепций игрового мира, персона-
жей, предметов и окружения еще до начала детальной раз-
работки графики. Концепт-художник является ключевым 

ходы и время, а также увеличить вариативность 
эскизов, что является немаловажным конкурентным 
преимуществом компаний в этой сфере [14].

Для музыкального сопровождения видеоигр ней-
росети способны разрабатывать уникальные компо-
зиции, которые адаптируются к игровому процессу 
и действиям игрока. Например, алгоритм OpenAI 
MuseNet способен генерировать сложные музыкаль-
ные произведения, объединяя элементы различных 
жанров и стилей. Искусственный интеллект (ИИ) 
также обеспечивает генерацию «звуковых ландшаф-
тов», т. е. совокупности звуковых эффектов, таких как: 
фоновый шум, звуки природы, городские звуковые 
эффекты. Так, для игры «Hellblade: Senua’s Sacrifice» 
ИИ создал сложные звуковые «текстуры» [15].

РаЗРаботка наЦИоналЬной 
ПлатФоРМы вИдеоИгР

Видеоигры с высокой популярностью способны 
оказывать сильный социокультурной эффект. Если 
в них содержатся элементы, противоречащие го-
сударственной системе ценностей и национальной 
культуре, то это вызывает справедливый гнев со 
стороны общества, и государство не может не от-
реагировать на подобное положение дел.

Например, 8 мая 2024 г. Президент Российской 
Федерации Владимир Путин утвердил основы го-
сударственной политики России в области исто-
рического просвещения, которые подразумевают 
создание «механизмов государственного и обще-
ственного контроля» за рынком видеоигр 6. Согла-
сно документу, такие механизмы должны будут не 
допускать «неконтролируемое распространение» 
игр, которые создают «искаженное представление 
о событиях отечественной и мировой истории, 
а также о месте и роли России в мире» (пример 
игры серии «Call of Duty» приведен выше).

С другой стороны, острую социальную реак-
цию также может вызвать блокировка популярного 
сервиса. Так произошло 3 декабря 2025 г., когда 
Роскомнадзором была заблокирована игровая он-
лайн-платформа «Roblox» за использование запре-
щенного контента. Реакция оказалась настолько 
сильной, что даже пресс-секретарь президента 
России Дмитрий Песков подтвердил многочислен-
ные обращения в Кремль от детей 7. И здесь важно 

специалистом, ответственным за создание первого пред-
ставления будущего продукта.
6 URL: https://www.kommersant.ru/doc/6689328?ysclid=mj6n
t7h5i9495396396
7 В  Кремле сообщили о  множестве детских обращений 
из-за блокировки «Roblox». URL: https://www.rbc.ru/polit
ics/09/12/2025/6937f4619a794716c9fa8270?ysclid=mj2qltx
jm8893662405 (дата обращения: 10.12.2025).

А.А. Бердюгин, С.Р. Муминова 



ЦИФРовые РешенИя И технологИИ Искусственного Интеллекта   т. 1,  № 4’2025 32

определить причину жалоб: у российских пользова-
телей указанной онлайн-платформы нет полноцен-
ного аналога «Roblox» с подобным функционалом 
(платформа-песочница, инструмент для создания 
собственной игры) и возможностями (социальное 
взаимодействие, коммерциализации).

Дело в том, что компьютерные игры с достаточ-
ной силой влияют на мировоззрение людей, что 
особенно касается так называемых миллениалов 
(поколение, родившееся с 1981 по 1996 г.), зумеров 
(родились в период 1997–2012 гг.) и представителей 
поколения «Альфа» родились с 2010 по 2024 г.) 8. 
Для них игры имеют не менее важное значение 
в формировании политических убеждений, мо-
ральных принципов, понимания собственной роли 
в жизни, чем литература, телевидение и кино. Ча-
сто компьютерные игры и интернет предлагают 
молодым людям сложные нравственные дилеммы, 
заставляют их думать —  особенно тех, кто склонен 
к подобным размышлениям [16].

Вышеизложенную ситуацию можно рассматри-
вать как окно возможностей для отечественных 
ИТ-компаний в области производства видеоигр. 
В настоящее время в России создана полноценная 
инфраструктура для разработки отечественных 
цифровых решений. В частности, в таких техно-
полисах, как Сколково или Иннополис, резиденты 
получают значительные налоговые льготы и до-
ступ к акселерационным программам. Московский 
инновационный кластер поддерживает молодые 
компании в сфере креативных индустрий, включая 
игровые проекты через грантовые конкурсы.

8 Указанные временные рамки являются приблизитель-
ными и могут варьироваться в зависимости от исследова-
тельских подходов.

Помимо этого, ведется подготовка специали-
стов по востребованным ИТ-направлениям в вузах, 
зачастую в тесном сотрудничестве с ведущими 
отраслевыми компаниями.

Все это позволяет предположить, что сложились 
благоприятные условия для масштабной разработки 
национальной платформы видеоигр, которая смо-
жет не только заменить заблокированный сервис, 
но и обеспечить безопасность ее пользователей 
в виртуальном пространстве. Очевидно, такая цель 
потребует немало ресурсов и времени, но преиму-
щества, в том числе нематериальные (защита от 
пропаганды насилия и искажения исторической 
правды), оправдывают потраченные средства.

выводы
Учитывая стабильно высокий интерес к играм 
приключенческого жанра, а также доступность 
ИИ для их разработки, можно предположить, что 
в ближайшее время рынок будет расти за счет но-
вых игроков. Искусственный интеллект стал не-
отъемлемой частью производственного процесса 
создания видеоигр, вследствие чего обязательны-
ми компетенциями разработчиков станут навыки 
и умения по применению конкретных технологий 
ИИ на всех этапах разработки, так как от этого на-
прямую зависит качество финального продукта 
и главное —  скорость его вывода на рынок.

Государственная политика наряду с обеспе-
ченностью необходимыми ресурсами позволяют 
инициировать создание национальной игровой 
платформы, которая призвана восполнить потреб-
ность пользователей в мультифункциональных 
игровых сервисах и обеспечить при этом высокий 
уровень безопасности.
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аннотаЦИя
Механизм внимания является основой трансформеров, ключевого компонента современных искусственных нейронных 
сетей, используемых при работе с данными различной природы. в статье изучается динамическая модель механизма 
внимания. В рамках этой модели внимание описывается как движение взаимодействующих токенов. Показано, что при 
подходящих предположениях внимание непрерывно по Липшицу. В частности, непрерывность по Липшицу обеспечи-
вает нормирование токенов. Это служит основанием для исследования решений систем дифференциальных уравнений, 
описывающих динамику трансформеров. Целью исследования является изучение особенностей поведения токенов, 
составляющих промт, при неограниченном увеличении числа слоев трансформера. В одномерном случае приведено 
качественное описание траекторий токенов и динамики матрицы внимания. Показано, что если токен в некоторый момент 
времени выходит за границу достаточно узкого коридора (ширины порядка логарифма размера промта), то этот токен 
в дальнейшем стремится к бесконечности (положительной или отрицательной в зависимости от того, через какую границу 
произошел выход). Методология исследования базируется на непрерывной параметризации матрицы внимания. Распро-
страненное представление динамики трансформеров разностными уравнениями заменено представлением с помощью 
систем обыкновенных дифференциальных уравнений. Описанию и изучению трансформеров посвящено огромное число 
публикаций, но большинство из них не содержат точных математических описаний архитектуры. в этой статье сделана 
попытка дать математически точное и при этом достаточно простое описание динамики трансформеров. Динамика 
токенов в одномерном случае, безусловно, значительно проще, чем динамика многомерных токенов. Тем не менее она 
дает представление о поведении трансформеров и в более общей ситуации создает каркас из точных формулировок.
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abStract
The attention mechanism is a key component of modern artificial neural networks designed to process data of various 
nature. the article examines the dynamic of attention using a continuous model. In this model, attention is described as 
the movement of interacting tokens. It is shown that, under suitable assumptions, attention is Lipschitz continuous. In 
particular, Lipschitz continuity may be ensured by token normalization. The dynamics of transformers is modelled by a 
system of differential equations. Lipschitz continuity guarantees that there exists a solution to this system. the purpose 
of the study is to investigate the behavior of tokens that make up promt under an unlimited increasing in the number of 
transformer layers. For one-dimensional tokens, a qualitative description of the trajectories of tokens and the dynamics 
of the attention matrix is given. It is shown that if a token goes beyond a fairly narrow corridor at some point (the width 
is on the order of the logarithm of the promt size), this token tends to infinity (positive or negative, depending on which 
border the exit occurred). The research methodology is based on continuous parameterization of the attention matrix. The 
common representation of transformer dynamics by difference equations has been replaced by a representation using 
systems of ordinary differential equations. A huge number of publications are devoted to the description and study of 
transformers, but most of them do not contain accurate mathematical descriptions of architecture. this article attempts to 
give a mathematically meaningful and at the same time fairly simple description of attention. The description dynamics 
of 1-d tokens is certainly much simpler than the dynamics of multidimensional tokens. Nevertheless, this description 
gives an idea of the behavior of transformers in a more general situation creates a framework for future investigation.
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введенИе
За последние несколько лет произошел неверо-
ятный прогресс в обработке естественного языка 
и в искусственном интеллекте. Модели последних 
поколений состоят из глубоких нейронных сетей. 
Их сложная архитектура основана на трансфор-
мерах с механизмами внимания [1]. Обучение на 
огромных по объему и разнородных по составу 
наборах данных позволило этим моделям достичь 
беспрецедентных результатов [2, 3].

Несмотря на их определяющую роль в успехе 
моделей искусственного интеллекта, трансформе-
ры остаются изученными лишь частично. Техно-
логии, связанные с искусственным интеллектом 
в общем и трансформерами в частности бурно 
развиваются [4–7]. Архитектура трансформеров 
совершенствуется и адаптируется к новым задачам 
[8, 9]. С учетом этого представляется полезным 
взгляд на трансформеры с точки зрения мате-
матики. Такой взгляд позволяет зафиксировать 
математические идеи, общие для трансформеров 
разной архитектуры, и наметить рамки, в которых 
эмпирическое изучение трансформеров может 
получить математическое обоснование. Одной из 
(пока отдаленных) целей этого подхода является 
создание объяснимых моделей искусственного 
интеллекта [10].

Целью настоящей статьи является создание 
математически точного и при этом достаточно 
простого описания динамики трансформеров.

основа Работы тРансФоРМеРов
Определяющим для трансформеров является ме-
ханизм внимания [1, 3]. Он позволяет трансфор-
мерам обрабатывать не один входной вектор (то-
кен) x(0), а набор токенов

 1 ,( (0),..., (0)) ( )∈ D N
Nx x R

где D —  размерность токена; N —  число токенов, 
обрабатываемых трансформером.

Такие наборы называют промтами. При работе 
с естественным языком каждый токен соответствует 
слову, а вся последовательность —  предложению или 
другому фрагменту текста. Таким образом промт 
представляет собой слова вместе с их контекстом.

Слои трансформера t = 1, 2, …, T последовательно 
преобразуют промт в выходной набор токенов

( ) ( )( ) ( )1 ,… ∈
ND

Nx T x T R .

Представим набор токенов ( ) ( )( ) ( )1 ,… ∈
ND

Nx t x t R
матрицей ( ) ×∈ N DX t R , в которой строка ( )iX t
соответствует токену ( )∈ D

ix t R , так что ( ) ( ).= T
i iX t x t

Тогда работу трансформера можно представить как 

последовательность отображений пространства 
RN×D в себя. Основой трансформера служит меха-
низм самонаблюдения (self-attention), который 
корректирует координаты токена в зависимости от 
контекста: относительно усиливаются те признаки, 
которые в большей степени связаны с контекстом.

Преобразование матрицы X, выполняемое слоем 
трансформера, имеет вид

          ( ) ( ) ( )1 , , Φ = Φ … Φ 
H OX X X W ,  (1)

где H —  делитель D; ( ) /×Φ ∈h N D HX R  при всех  
h = 1, …, H, и  .×∈O D DW R

Преобразования ( )Φ

hX X  выполняются 
наблюдателями (в англоязычной литературе ис-
пользуется термин «head»):

                         ( )Φ =h h hX P XV ,  (2)

где ×∈h N NP R  —  матрица «сходства» токенов (во-
обще говоря, не симметричная), а  /×∈h N D HV R  —  
матрица значений, получаемых при обучении.

В простейшем случае, когда WO  —  единичная 
матрица, и при одном наблюдателе соотношение 
(1) может выглядеть следующим образом:

                    ( )  Φ =  
TX Softmax XX X   (3)

(опущены указания на слой t).
В этом случае
                   

1

exp ,
.

exp ,
= ′′

=
∑

i j
ij N

i jj

x x
P

x x
 (4)

Более гибкое самонаблюдение получается, если 
1>H  и

          

( )
,

/

 
 =
 
 

Th h
h

XQ XK
P Softmax

D H

где Qh (запросы) и Kh (ключи) —  матрицы размер-
ности D × D/H, формируемые при обучении.

Чтобы учесть взаимное расположение токенов 
в последовательности, используется механизм по-
зиционирования. К вектору xi добавляется вектор 
ri, содержащий информацию о месте i токена xi 
в промте. Один из получивших распространение 
подходов использует векторы ri, такие что

                      
, /sin   =  

 
i m m D

ir
L

для четных значений m, и

                     ( ), 1 /cos
−

 =  
 

i m m D

ir
L

для нечетных m = 1, …, D, где L —  достаточно боль-
шое число.
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При таком подходе модель обучается ориен-
тироваться по относительному расположению 
токенов [11]. Позиционирование токенов позво-
ляет рассматривать промт как неупорядоченный 
набор векторов. Поскольку информация о позиции 
токена включается в токен, она учитывается при 
обучении.

Как уже было отмечено, отображение, зада-
ваемое трансформером, является функцией не 
отдельного входного сигнала, а (упорядоченного) 
набора D-мерных токенов. Эти токены эволюцио-
нируют во времени, взаимодействуя друг с другом 
в соответствии с механизмом самонаблюдения [12].

неПРеРывная МоделЬ МеханИЗМа 
внИМанИя

Следуя работе [13], можно рассматривать токены 
как частицы, а динамику трансформера —  как си-
стему взаимодействующих частиц, которая опи-
сывается уравнениями вида

( )
( ) ( ) ( ) ( )

( ) ( ) ( )
1

exp , 
, 

=

β
=∑

N i j
i j

j i

Q t x t K t x t
x t V t x t

Z t
(5)

где

( ) ( ) ( ) ( ) ( )
1

exp , — 
=

= β∑
N

i i l
l

Z t Q t x t K t x t (6)

нормирующий множитель. 
Следуя распространенной практике, будем 

считать, что 1/ /β = D H .
Уравнение (5) позволяет рассматривать самона-

блюдение как нелинейный механизм взаимодейст-
вия в системе токенов. Коэффициенты в уравнении 
(5) соответствуют относительному вниманию, ко-
торое токен i уделяет токену j. В частности, токен 
обращает внимание на своих «соседей», а «сосед-
ство» определяется матрицами Q и K.

При таком подходе «классические» блоки меха-
низма самонаблюдения

       
( )1

exp , 

=

β
← +∑

N i j
i i j

j i

Qx Kx
x x Vx

Z t
, 

аппроксимируют решение уравнения (5).
Для трансформера с H наблюдателями уравне-

ние (5) приобретает следующий вид:

( )
( ) ( ) ( ) ( )

( ) ( ) ( )
1 1

exp , 
. 

= =

β
=∑∑

h hH N i j h
i jh

h j i

Q t x t K t x t
x t V t x t

Z t
 (7)

условИя лИПшИЦа
Решение уравнения (5) или (7) может рассматри-
ваться как своеобразная компонента объяснения 

функционирования трансформера. Для суще-
ствования решения уравнения (7) достаточно, 
чтобы функция в правой части уравнения удов-
летворяла условию Липшица. В общем случае это 
уже не так.

Чтобы не усложнять обозначения, рассмотрим 
в качестве примера случай, когда D = 1, N = 2 и  
H = 1. Соответственно, Q, K, V∈R.
Пусть 1 2, ∈x x R  —  токены. Тогда ( )1 2,= TX x x , 

a ( ) ( ) ( )( )1 1 2 2exp   exp .= +i i i
i

Vx QKx x x QKx x x
Z t

Далее P —  матрица второго порядка, такая, что

        

2
1 1 2

2 2
1 1 2 1 1 2

11 12,    ,
α α

α α α α
= =

+ +

x x x

x x x x x x

e eP P
e e e e

       
2

1 2 2

2 2
1 2 2 1 2 2

21 22,    ,
α α

α α α α
= =

+ +

x x x

x x x x x x

e eP P
e e e e

где α =QK . Положим,

                     ( )1 11 1 12 2  = +f X P x P x ,

                    ( )2 21 1 22 2  = +f X P x P x .

Тогда уравнение (7) приобретает следующий вид:

                       
( )
( )

11

22

  
=   

   





f Xx
V

f Xx
.

Если функция

          ( ) ( )
( )

1

2

 
=  
 



f X
X f X

f X

из R2 в R2 удовлетворяет в некоторой области 
условию Липшица, то частные производные
∂
∂

i

j

f
x

 должны быть ограничены.

В качестве примера найдем 1

1

∂
∂
f
x

 (можно заме-

тить, что 1 : →D Df R R , так что якобиан 1

1

∂
∂
f
x

 

представляет собой квадратную матрицу поряд-
ка D). 
Имеем:

( )

1

1

11 11 1 1 11 1 12 2

2 2 2
11 1 12 2 11 1 12 2( ) ( ) .

  + 
 +

∂
=

∂

= +α

α

− +

+ − +

f
x

P P x x P x P x

P x P x P x P x

Последнее слагаемое представляет собой ди-
сперсию единственного признака, который имеют 
оба токена и принимающий значение x1 с вероят-
ностью P11 и значение x2 с вероятностью P12.

В.Б. Гисин 
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В общем случае несложные, но довольно гро-
моздкие вычисления показывают, что

1
11 11 1 1 1

11

,
=

 ∂
= + − + ∂  

 + 

⋅



∑
N

T T
D k k

k

T T

f P I P x P x x QK
x

X CX KQ
где ID —  единичная матрица порядка D, а матрица 
C  имеет следующий вид:

2
1 1= −jj j jC P P , 1 1= −ij i jC P P  при I ≠ j

(чтобы не усложнять обозначений, опущено ука-
зание на номер наблюдателя h).

Следовательно,

( ) ( )1 1, , ,  = … … = 
TT

k Nk l Nlkl
X CX x x C x x

( )2
1 1 1 1

1 , 1,

 
= = ≠

= − − =∑ ∑
N N

j j jk jl i j ik jl
j i j i j

P P x x P P x x

1 1 1
1 , 1

 
= =

= − =∑ ∑
N N

j jk jl i j ik jl
j i j

P x x P P x x

1 1 1
1 1 1

.
= = =

   
= − ⋅      

   
∑ ∑ ∑
N N N

j jk jl j jk j jl
j j j

P x x P x P x

Таким образом,   
T

kl
X CX  —  ковариация при-

знаков k и l, которые принимают с вероятностью 
P1j значения, соответственно, xjk и xjl, xjk, j = 1, …, N.

Чтобы не усложнять обозначений, вычисления 
приведены для 1f  и  1x . 

Вычисление 
∂
∂

i

j

f
x  для других индексов осу-

ществляется так же.
Если ковариация какой-либо пары признаков 

или дисперсия какого-то одного признака может 
быть неограниченно большой, то условие Лип-
шица может не выполняться. Например, если  
x1 = 0, то, как легко заметить, P1 j = 1/N для всех  
j = 1, …, N, и ковариация признаков оказывается 
просто выборочной дисперсией этих признаков. 
В то же время умножение на матрицу V может «по-
гасить» признаки с большой дисперсией. С учетом 
этого заключение теоремы 3.1 в работе [14] оказы-
вается верным лишь при выполнении указанных 
выше условий.

В приложениях часто применяется нормализа-
ция токенов [15]. В этом случае можно считать, что 
векторы xi(t) находятся на единичной сфере, так 
что ( ) ( )1−∈

NDX t S . Можно показать, что при этих 
условиях отображение ( )X f X  удовлетворя-
ет условию Липшица.

Это можно проиллюстрировать для случая  
D = 2, N = 2 при единичных матрицах Q, K и V.

В самом деле, для
                                     

11 12 2

21 22

 
= ∈ 
 

x x
X S

x x

имеем
                          

1 cos
cos 1

ϕ 
=  ϕ 

TXX ,

где φ —  угол между векторами x1 и x2. Соответст-
венно,

               
cos

cos cos

1 ,
ϕ

ϕ ϕ

 
=  +  

e e
P

e e e e

и
      cos cos

11 21 12 22
cos cos cos

21 11 22 12

1 .
ϕ ϕ

ϕ ϕ ϕ

 + +
=  + + + 

x e x e x e x e
PX

e e x e x e x e x e

Матрица Y получается делением элементов пер-
вой строки матрицы PX на длину первого вектора, 
второй строки —  на длину второго вектора. В част-
ности, имеем: 2 1 cos

11 2 1 cos 2cos  .
2 cos

+ ϕ

+ ϕ ϕ

+
=

+ ϕ+
e ey

e e e
Далее

( )
( )

11

11

1 cos 2 1 cos 2 2cos

1222 1 cos 2cos

sin 4 2 c
.

os

2 cos

+ ϕ + ϕ ϕ

+ ϕ ϕ

∂
=

∂

ϕ + + ϕ+
=

+ ϕ+

y
x

e e e e e
x

e e e
(8)

Так как наименьшее значение знаменателя дро-
би (8) равно e–2+e2 – 2, а компонента x12 вектора на 
единичной сфере не превосходит по абсолютной  
 
величине единицу, производная 11

11

∂
∂
y
x

 ограничена. 
 
Точно так же оказываются ограниченными осталь-
ные компоненты якобиана.

При нормализации промту ( ) ( )1−∈
NDX t S   

можно сопоставить вероятностную меру на SD-1, 
сосредоточенную в токенах xi:

                       ( ) ( )
1

1,
=

µ ⋅ = δ ⋅∑ i

N

x
i

t
N

,

где ( ) 1δ =
ix x  при = ix x  и  ( ) 0δ =

ix x  при ≠ ix x  
Тогда динамика трансформера может быть описа-
на в терминах мер на SD-1 [15].

тРаектоРИИ токенов
Динамика X(t) может быть достаточно слож-
ной. Далее рассмотрим упрощенный вариант, 
когда размерность токена равна единице, так 
что промт представляет собой набор чисел 
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( )1, ,= … ∈ N
NX x x R . Дополнительно будем пред-

полагать, что QK = 1 и V = 1. Эти предположения 
не принципиальны, но упрощают выкладки и по-
зволяют более наглядно описать динамику тран-
сформера. Под динамикой трансформера имеет-
ся в виду не только (и не столько) траектория то-
кенов xi(t), но и поведение матрицы

                            ( ) ( )( ) . ×= ∈ N N
ijP t P t R

Динамика трансформера X(t) с одномерными 
токенами описывается системой обыкновенных 
дифференциальных уравнений:

             
1

1

 ;      .
=

=

= =∑
∑



i j

i k

x xN

i ij j ij N x x
j

k

ex P x P
e

 

(9)

Покажем сначала, что траектории токенов не 
сближаются. В самом деле,

( ) ( )( ) ( ) ( )( ) ( ) ( )( )2
2 .− = − − i j i j i j

d x t x t x t x t x t x t
dt

Заметим, что ( ) ( )( )' ,=i ix t f x t  

где ( )
1

ln .⋅

=

 
=   

 
∑ j
N

x x

j

f x e

Тогда

( ) ( )( ) ( ) ( )( ) ( ) ( )( )2
 2 .− − ′= ′−i j i j i j

d x t x t x t x t f x f x
dt

Функция ( )f x  выпукла, поэтому
( ) ( )−i jx t x t  и ( ) ( )−′ ′i jf x f x

имеют один и тот же знак, и, значит,
 

( ) ( )( )2
0.− ≥i j

d x t x t
dt

Следовательно, величина ( ) ( )−i jx t x t  не убы-
вает при любых i, j = 1, …, N.

Если ( ) ( )0 0=i lx x , система уравнений (9) не 
изменится при перестановке токенов с номерами 
i и l, а траектории ( )ix t  и  ( )lx t  будут одинаковы-
ми. Поэтому, не ограничивая общности, можно счи-
тать, что все токены разные. Позиционирование 
позволяет включить информацию о взаимном рас-
положении токенов в «содержимое» токена. С уче-
том этого можно считать, что токены занумерованы 
в порядке возрастания их значений в начальный 
момент времени:

( ) ( ) ( )1 20 0 0 .< <…< Nx x x

Оценим xN(t). Покажем, что при достаточно боль-
ших положительных значениях xN(t) производная 
xN(t) растет не менее быстро, чем xN(t), при xN(t)→∞.

Имеем

                

( )
( ) ( )

( ) ( ) ( )

( )

( ) ( ) ( )
2

1

1
1

1

 

 .

−

=
=

=

= +

+

∑
∑

∑



N j

N k

N

N k

x t x tN

N jN x t x t
j

k

x t

NN x t x t
k

ex t x t
e

e x t
e

 (10)

Второе слагаемое в правой части уравнения (10) 
можно переписать в виде ( )1 

N
N

x t
Z

, 
где

( ) ( ) ( ) ( )( )

1

.− −

=

=∑ N N k
N

x t x t x t
N

k

Z t e

Так как ( ) ( )0 0 0− >N kx x  при k < N и величина 

( ) ( )( )2
0 0−N kx x  не убывает, ( ) ( ) 0− >N kx t x t  

для всех t. Рассмотрим случай, когда ( ) 0≥Nx t . 
Тогда

( ) ( ) ( )( ) 1− − ≤N N kx t x t x te ,

и, значит,

( ) ( ) ( ) ( )( ) ( )
1

1

1 1 1 . 
−

− −

=

= + ≤ − + =∑ N N k
N

x t x t x t
N

k

Z t e N N

Следовательно,
( )

( ) ( ) ( ) ( ) ( )
2

1

 1 1 .
=

= ≥
∑

N

N k

x t

N N NN x t x t
Nk

e x t x t x t
Z Ne

Оценим первое слагаемое в правой части урав-
нения (10). Отбрасывая неотрицательные слагаемые, 
получаем:

( ) ( )

( ) ( ) ( )
( )

( ) ( )

( ) ( )
( )2

1

1 0
1

  .
−

= <
=

≥∑ ∑
∑

N j N j

NN k
j

x t x t x t x tN

j jN x tx t x t
j x t Nk

e ex t x t
e Z te

Так как ( ) 1>NZ t , при ( ) 0<jx t  имеем:
( ) ( )

( ) ( )
( )

( ) ( )

( ) ( )
( )

( ) ( )
( ) ( ) ( )

2

2

 

 .
−

⋅

=

⋅
= − ≥ −

⋅

N j

N

N j

N N j

x t x t

jx t
N

x t x t
N j

jx t x t x t
N N

e x t
e Z t

x t x te x t
e Z t x t e

Но 1<a
a
e

 для любого 0>a . Поэтому

( ) ( )
( ) ( ) ( ) ( )

1 .
⋅

− ≥ −
⋅ N j

N j

x t x t
NN

x t x t
x tx t e
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Окончательно получаем:
( ) ( )

( ) ( ) ( ) ( )
1

1
1

 −

=
=

≥ −∑
∑

N j

N k

x t x tN

jN x t x t
j Nk

e Nx t
x te

и
                   ( ) ( )

( )
.≥ −

N
N

N

x t Nx t
N x t

  (11)

Таким образом, если xN(t0) > N в какой-то момент 
времени t0, то в дальнейшем xN(t) устремится к +∞  
экспоненциально быстро.

Точно так же, если x1(t0) < –N в какой-то момент 
времени t0, то в дальнейшем x1(t) экспоненциально 
быстро устремится к  −∞ . Это утверждение полу-
чается просто переменой знаков токенов:
              ( ) ( ) ( )1 10 0 0−− < − <…< −N Nx x x .

При этом уравнения (10) не меняются.
Замечание. Оценку (11) несложно существенно 

уточнить. В самом деле, если xi(t) > 0 для некото-
рого i = 1,...,N, то xN(t) > 0. Для j такого, что xi(t) < 0, 
получаем:
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Таким образом,
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В частности,

( ) ( ) ( ) ( )2

1 1 1 .−
≥ − ⋅

N
N N x t

N

Nx t x t
N x te

Это означает, что xN(t) экспоненциально быстро 
стремится к бесконечности.

Пусть 0v  —  решение уравнения

                        2

1 1 0.−
− ⋅ =

v

v N
N ve

  (13)

Заметим, что 0v  растет с увеличением N не бы-

стрее, чем 2  lnN .

Неравенство (12) показывает, что аналогич-
ное рассуждение применимо к любому токе-
ну. Таким образом, для токенов возможны три 
типа траекторий: траектория может находиться 
внутри некоторого коридора; если траектория 
выходит из коридора через верхнюю границу, 
она устремляется к  +∞ ; если траектория вы-
ходит из коридора через нижнюю границу, она 
устремляется к  −∞ .

Коридор, о котором идет речь, находится внутри 
полосы [ ]0 0 0, ≥− ×v v R  плоскости (x, t), где 0v  —  по-
ложительное решение уравнения (13).

Рассмотрим теперь поведение элементов  
матрицы ( )P t . Предположим, что <i N  и 
( ) → +∞ix t  при →∞t . В этом случае также 

и xN(t)→+∞. Кроме того, если 0>c  таково, что 
( ) ( )10 0−< −N Nc x x , то ( ) ( )− >N jx t x t c  для лю-

бого <j N .
Следовательно,
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при <j N . Таким образом, ( ) 0→ijP t  при →∞t . 
Соответственно,

1

1

1 1.
−

=

= − →∑
N

iN ij
k

P P

Аналогичным образом, если 1>i  и  ( ) → −∞ix t  
при →∞t , то ( ) 0→ijP t  для 1>j  и  ( )1 1→iP t .

Согласно работе [16], трансформеры могут рас-
сматриваться как универсальные аппроксиматоры 
дифференциальных уравнений. С этой точки зре-
ния переход к пределу при →∞t  соответствует 
неограниченному увеличению числа слоев. Таким 
образом, увеличение числа слоев трансформера 
может привести к вырождению матрицы внимания, 
когда все внимание будет сосредоточиваться на 
паре признаков с экстремальными значениями 
в промте.

В статье рассмотрена простейшая одномерная 
ситуация. Анализ проблемы во всей ее общности —  
задача дальнейших исследований.
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выводы
Несмотря на центральную роль трансформеров 
в успехе моделей искусственного интеллекта, те-
оретические основы, управляющие работой тран-
сформеров, остаются изученными лишь частично. 
В статье предпринята попытка представить тео-
ретическое осмысление механизмов внимания 
с использованием математического аппарата «не-
прерывной» математики. Информационный поток 
между слоями трансформера естественно описы-
вать с помощью разностных уравнений. Исполь-
зование в статье дифференциальных уравнений 
в определенной степени упрощает анализ. В то же 
время этот анализ остается корректным с учетом 
аппроксимирующих свойств нейронных сетей. 
Моделирование механизма внимания с помощью 
дифференциальных уравнений позволяет говорить 
об этом механизме в терминах развитой математи-
ческой теории. Например, естественным образом 
возникает вопрос об асимптотическом поведении 

и т. п. Поиск ответов на подобные вопросы может 
оказаться сложным, но ясно и точно поставленные 
общие вопросы намечают пути решения проблем.

Когда речь идет об искусственном интеллекте, 
баланс общности и привязки к конкретной архи-
тектуре в значительной степени должен обуслов-
ливаться объяснимостью. С этой точки зрения 
представляются оправданными сделанные в статье 
упрощающие предположения относительно раз-
мерности и т. п. Используя несложный математи-
ческий аппарат, они позволяют понять некоторые 
особенности механизма внимания и динамики 
трансформеров, которые могут быть использованы 
при изучении современных моделей искусственно-
го интеллекта во всей их сложности. Дальнейшее 
исследование пока необъяснимой эффективности 
трансформеров может быть связано с поиском 
некоторых общих принципов их работы, сформу-
лированных в рамках развитых математических 
теорий.
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abStract
Superplastic forming is an advanced technology used in the aerospace and automotive industries, as well as in the medical 
sector, for fabricating complex seamless components. However, its application is limited by high costs and the extended 
duration of the process. While finite element analysis in CAE systems such as ANSYS provides accurate results, it is 
computationally expensive. While finite element analysis performed in CAE systems such as ANSYS provides high-fidelity 
results, its computational expense creates a need for fast and accurate predictive models capable of supplementing or 
replacing this approach in multi-criteria analysis tasks. Despite the increasing adoption of machine learning across various 
disciplines, the development of reliable predictive models for specific geometric characteristics of superplastically formed 
components remains an understudied research area. the purpose of this study is to develop and verify a Gaussian process 
based model for predicting key geometric parameters of a hemisphere during the superplastic forming. An additional 
objective was to create an initial dataset using data generated from numerical simulations. The Latin Hypercube Sampling 
method was employed to design the experiment and generate the initial dataset, enabling efficient variation of material 
parameters K, m and pressure regime within ranges typical for aluminum alloys. Based on data from 50 numerical simulations, 
a predictive model for the hemisphere’s geometric characteristics was developed with Gaussian Process Regression with 
a composite kernel. Model hyperparameter optimization was performed using RandomizedSearchCV. The developed 
Gaussian Process Regression model demonstrated high accuracy, achieving a coefficient of determination greater than 
0.90 on the validation set for all target variables: thickness at the pole, average height, and height difference. Analysis of 
the Mean Squared Error confirmed the models generalization capability and absence of overfitting. this research is aimed 
at integrating the model into a digital twin system for real-time optimization of process parameters. The main challenge 
in scaling this approach is the computational cost associated with generating the required training data.
Keywords: ANSYS; predictive modeling; machine learning; Gaussian process regression (GPR); mean squared error (MSE); 
finite element simulation; finite element method (FEM); superplastic forming (SPF)

For citation: tulupova o.p., Zholobova g.n. gaussian process regression for product geometry prediction in cae modeling. 
Digital Solutions and Artificial Intelligence Technologies. 2025;1(4):43-50. Doi: 10.26794/3033-7097-2025-1-4-43-50

оРИгИналЬная статЬя

гауссовская регрессия для прогнозирования 
геометрии изделия по данным cae-моделирования

о.П. тулупова, г.н. жолобова
Финансовый университет при Правительстве Российской Федерации, Москва, Российская Федерация

аннотаЦИя
Для создания сложных бесшовных деталей в аэрокосмической промышленности, автомобилестроении и медицине 
перспективной технологией является сверхпластическая формовка. Однако применение технологии ограничено высокой 
стоимостью и длительностью технологического процесса. Применение конечно-элементного моделирования в CAE-
системах типа ANSYS дает точный результат, но вычислительно затратное, потому возникает потребность в быстрых 
и точных моделях прогнозирования, способных заменить или дополнить данный метод в задачах многокритериаль-
ного анализа. Несмотря на растущее применение машинного обучения в различных областях, построение надежных 
моделей прогнозирования для конкретных геометрических характеристик деталей, полученных в результате сверх-
пластической формовки, остается малоизученным. Целью данного исследования является разработка и верификация 
модели прогнозирования на основе гауссовского процесса для предсказания ключевых геометрических параметров 
полусферы, получаемой в процессе сверхпластической формовки. Дополнительная задача состояла в создании ис-
ходного набора данных на основе результатов численного моделирования. Для формирования исходного набора 
данных использовался метод выборки латинского гиперкуба, позволивший эффективно варьировать параметры 
материала K, m и режим давления в типичных для алюминиевых сплавов диапазонах. С помощью 50 симуляций была 
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introDuction
Superplastic forming (SPF) is recognized as an advanced 
technology in industries such as aerospace, automotive, 
and medical manufacturing. SPF is a materials process-
ing technique that enables extremely high plastic defor-
mation without failure. It serves as an optimal solution 
for fabricating complex, seamless components. Recent 
reviews [1–3] discuss the increasing relevance of SPF 
across industries and summarize latest advancements.

The principal advantages of superplastic forming 
(SPF) include the capability to manufacture structur-
ally complex components in a single operation and 
the potential for producing parts with larger overall 
dimensions.

Given the costs associated with tooling, materials, 
and energy, as well as the duration of the part manu-
facturing cycle, the application of preliminary computer 
simulation becomes evident. Conducting virtual trials 
helps to optimize process parameters and reduce the 
probability of defects in actual production.

During the virtual design phase, a critical task is 
the prediction of key output parameters, particularly 
the thickness distribution of the final product. To ad-
dress this, the Finite Element Method (FEM) [4–6], 
implemented in specialized CAE software packages, is 
traditionally employed. For instance, using the ANSYS 
system enables the construction of a detailed math-
ematical model for investigation. However, despite 
its high accuracy, detailed finite element modeling is 
characterized by significant computational expense 
and long simulation times, which limits its applicability 
for tasks requiring rapid optimization and the analysis 
of extensive parameter sets. Consequently, a relevant 
and promising development direction is the applica-
tion of machine learning methods as an alternative or 
supplement to the classical FE modeling.

The developed predictive models, trained on limited 
datasets obtained from preliminary high-fidelity FE 
simulations or physical experiments, are capable of 
identifying complex non-linear relationships between 
process input parameters (geometry, material properties, 
pressure regime) and output characteristics. Machine 

learning algorithms, such as artificial neural networks, 
support vector machines, and ensembles of decision 
trees, enable the construction of predictive models 
that are orders of magnitude faster than traditional 
approaches in forecasting key process outcomes. This 
capability establishes the foundation for developing 
digital twins of the manufacturing process.

Machine learning algorithms demonstrate effective-
ness in solving complex metal processing challenges, 
including defect prediction, rheological parameter 
identification, and process optimization [7].

The practical significance of applying machine learn-
ing algorithms is supported by the results of recent 
research. For instance, in the paper [8], the authors 
successfully employed machine learning methods, in-
cluding artificial neural networks, to accurately predict 
the superplastic behavior of new multi-component 
alloys, such as Al-Mg-Fe-Ni-Zr-Sc. In the work [9], the 
authors demonstrate an approach where a multilayer 
feedforward neural network is used to establish correla-
tive relationships between a wide spectrum of process 
parameters chemical composition, modifying additives, 
production methods, heat treatment regimes and the 
complex of mechanical properties in aluminum alloys.

The potential of machine learning is realized not 
only in predicting material behavior but also in sol-
ving applied technological challenges, such as product 
geometry control. A case in point is the research [10], 
where the authors demonstrated that a hybrid PSO-BP 
algorithm, used for predicting а thickness distribution 
in stiffening ribs after SPF, provides higher accuracy 
compared to a standard BP network. This underscores 
the practical value of employing machine learning 
methods for process optimization.

Thus, the analysis of research [7–10] reveals the advan-
tages of integrating machine learning into the optimiza-
tion of the SPF process.

The aim of the research is to develop and verify 
a Gaussian process-based prediction model for forecasting 
the geometric characteristics of a hemisphere produced 
by the SPF process. Primary focus is placed on predict-
ing the thickness in the most critical area the pole of the 

разработана модель прогнозирования геометрических характеристик полусферы, основанная на методе регрессии 
гауссовского процесса с использованием составного ядра. Для оптимизации параметров модели применялся метод 
RandomizedSearchCV. Разработанная модель регрессии гауссовского процесса показала высокую точность, продемон-
стрировав коэффициент детерминации R² > 0,90 на валидационной выборке для всех целевых переменных (толщина 
в полюсе купола, средняя высота, разность высот). Анализ значения среднеквадратичной ошибки подтвердил обо-
бщающую способность и отсутствие переобучения. Проведенное исследование направлено на интеграцию модели 
в систему цифрового двойника для оптимизации технологических параметров в реальном времени. Главная проблема 
масштабирования —  это создание данных для обучения, которое требует больших вычислительных ресурсов.
Ключевые слова: ANSYS; модель прогнозирования; машинное обучение; регрессия гауссовского процесса (GPR); MSE; 
конечно-элементное моделирование; МКЭ; процесс сверхпластической формовки (СПФ)
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hemispherical dome. A dataset for training and validation 
was created based on the results of numerical modeling 
using the finite element method.

initial DataSet formation  
methoDology

To train the machine learning model, the source data 
comprised both experimental data from study [4] and 
the results of numerical modeling of the SPF process in 
ANSYS. The experimental data from [4] represent the 
results of a series of experiments on the superplastic 
forming of hemispherical domes from an aluminum al-
loy. The hemisphere was molded to a height of 50 mm, 
the initial thickness of the blank sheet was 1.2 mm. The 
molding was carried out through a cylindrical die with 
constant pressure of an inert gas. During the research, 
various pressure values were considered, including  
p = 0.29 MPa and p = 0.56 MPa.

In the research, the results of numerical modeling were 
used as the main data source, since conducting technologi-
cal experiments is costly, and data from literary sources 
is insufficient to form a training sample.

To generate initial dataset, 50 solutions were performed 
in ANSYS. For each of the two pressure values [4], a series 
of calculations was performed with various combinations 
of key material parameters K and m included in the su-
perplasticity equation and determining its deformation 
behavior:

σ = K·ξm,
where σ is the flow stress, ξ is the strain rate, K is the 
strength parameter, and m is the strain rate sensitivity 
parameter.

To create combinations of parameters K and m, the 
Latin Hypercube Sampling (LHS) method was used, which 
showed higher efficiency compared to the standard Monte 
Carlo sampling [11].

The initial data in the LHS method used were the rang-
es of parameter values K = 100–300 MPa·sm, m = 0.3–0.7, 
which correspond to typical values for aluminum alloys. 
A sample size of 50 parameter combinations was selected 
as a compromise between model accuracy and compu-
tational cost.

To form the initial data set (training, validation and 
test samples) from the results of numerical modeling, not 
only the final, but also intermediate values of the process 
parameters were used, such as time (t, sec), dome height 
(h, m) and thickness at the pole (s, m) to take into account 
the dynamics of the SPF molding for predicting changes 
in geometric parameters over time during the SPF process.

Dome height was measured at two distinct points: on 
the inner (UY_1) and outer (UY_111) surfaces at the pole 
of the hemispherical dome.

The following values were determined as input 
parameters (features) in the sample:

1) m —  the material’s strain rate sensitivity param-
eter;
2) K —  the material’s strength coefficient, MPa·sm;
3) p —  pressure, MPa;
4) t —  time, sec.

The output parameters (target variables) are:
1) s —  thickness at the pole, m;
2) UY_1 —  height at point 1 (inner surface), m;
3) UY_111 —  height at point 111 (outer surface), m.

finite element moDeling 
of hemiSphere SuperplaStic 

forming uSing anSyS
The simulation of the hemispherical SPF process was 
performed using the ANSYS CAE system. To reduce 
computational cost while maintaining result accuracy, 
a simplified axisymmetric model was used.

The mathematical model was implemented as a 
boundary value problem of creep theory based on the 
Norton model, which describes the dependence of the 
strain rate on stress. According to the chosen model, 
the parameters of the K and m models were adjusted 
to describe the superplastic behavior of the material.

The Latin Hypercube Sampling (LHS) method was 
used to determine the values of the material param-
eters K and m, essential for the model, within ranges 
typical for aluminum alloys.

The following mechanical properties of the alu-
minum alloy were used to determine its elastic cha-
racteristics:

1) Young’s modulus (E) = 70 GPa;
2) Poisson’s ratio (μ) = 0.34.
To implement the numerical model in ANSYS, solid 

models of the blank and the die were created. The blank 
was modeled as a deformable shell, while the cylindrical 
die was defined as a rigid tool that determines the final 
shape of the product. The modeling process began by 
defining their geometric dimensions. The modeling 
scheme is presented below (Fig. 1).

Compliance with the limitations of the student ver-
sion of ANSYS 10 required optimization of the finite 
element mesh. For the blank model, 2112 four-node 
elements were determinate, distributed across four 
layers with 278 elements per layer. In the clamping 
zone, where deformations are insignificant, the mesh 
density was reduced to 25 elements per layer.

The initial mesh configuration (Fig. 2a) and its final 
state (Fig. 2b) after completion of the superplastic for-
ming process through the cylindrical die are presented 
below (Fig. 2).

As can be seen from the Creep Strain Intensity 
distribution, the most critical zone in terms of lo-
calization of thinning is the dome pole (Fig. 3) of the 
hemisphere.
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Selection anD application  
of the machine learning methoD

To develop a predictive model for the geometric charac-
teristics of a hemisphere produced by the SPF process, 
the following machine learning methods were consid-
ered: artificial neural networks [12, 13], random forest 
[14], and Gaussian Process Regression (GPR) [15, 16].

The GPR method was selected for predicting the 
geometric characteristics of the hemisphere for the 
following reasons:

•  It provides not only a point prediction but also 
a variance estimate, enabling the construction of 
confidence intervals and quantitative assessment 
of the model’s reliability, which is crucial in 
engineering applications.

•  Nonlinear dependencies between material 
parameters, process conditions, and the resulting 
geometry are effectively approximated by GPR through 
the selection of an appropriate kernel function.

•  The method demonstrates high accuracy for 
interpolation within the researched parameter range.

•  The algorithm is suitable for training a model in 
conditions of a limited amount of data, which is typical 
for resource-intensive CAE simulations and shows 
more stable performance than deep neural networks.

To model complex relationships in the data, a ker-
nel composed of the following components was se-
lected [17]:

1. Radial Basis Function (RBF) kernel was used to 
model smooth, non-linear dependencies. This is ap-
propriate because the SPF process is continuous, and 
its characteristics evolve smoothly with changes in in-
put parameters.

2. ConstantKernel allows the model to automati-
cally adjust the prediction scale to account for the 
actual variance in the data. This is necessary because 
the target parameters (height, thickness) vary within 
specific ranges.

3. WhiteKernel was incorporated to account for 
random errors inherent in the finite element modeling 
results, which are influenced by mesh density, time 
step, numerical solution methods, and other factors.

The kernels hyperparameters were optimized using 
the RandomizedSearchCV algorithm, which performed 
ten iterations with 2-fold cross-validation for the initial 
exploration of the parameter space.

The following methodology was applied to ensure 
the stability of the model:

1. RobustScaler was applied to scale all input 
features and output target variables to a comparable 
range. Unlike StandardScaler, it is more resistant to 
abnormal values, which are often found in real data 
and CAE simulations due to the use of median and 
interquartile range.

 

Fig. 1. Schematic model of the blank and 
cylindrical Die: ACC’A’ ‒ the Deformable Zone, 
CDD’C’ ‒ the clamping Zone, R 0 ‒ the Die radius, 
r0 ‒ the Die entrance radius, Rс ‒ the blank 
radius, s0 ‒ the initial blank thickness
Source: Complied by the authors.

Fig. 2. finite element mesh: a) in the initial 
configuration, and b) in the final Deformed State
Source: Complied by the authors.

 

 

a)
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2. A combination of the alpha parameter (from 
1e-8 to 1e-2) to protect against overfitting and the 
WhiteKernel trainable core so that the algorithm can 
independently estimate the noise level in the data 
during training.

3. The optimizer was configured with multiple 
restarts (n_restarts_optimizer=5). This strategy ini-
tializes the optimization process from different star-
ting points to increase the probability of locating the 
global maximum of the likelihood function.

4. Three-stage data separation: creation of 
a training sample (60% of the total data), a validation 
sample (20%) and a test sample (20%).

5. Cross-validation to assess the generalizing ability 
of the model and its ability to predict on new data.

reSearch reSultS
The effectiveness of the developed Gaussian pro-
cess model was evaluated using standard regres-
sion analysis metrics: Mean Squared Error (MSE) 
and the coefficient of determination (R 2).

These metrics were calculated using the follow-
ing formulas:
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where yi —  is the actual value of the target variable; 
ӯi —  is the value predicted by the model; iy  —  is the 
mean of the actual y values, calculated for the same 
sample used to compute R 2.

The total initial dataset comprised 6250 samples, 
which were partitioned into three subsets:

1) 3750 samples (60%) for training;
2) 1250 samples (20%) for validation;
3) 1250 samples (20%) for testing.
Following hyperparameter optimization, the final 

Gaussian process kernel was determined as:

5.382 × RBF(length_scale =
=  0.145) + WhiteKernel(noise_level = 1e-05).

The results of the evaluation of the forecasting 
model based on training, validation, and test samples 
are shown in Table.

The models performance during each hyperpa-
rameter optimization stage was assessed based on 
the coefficient of determination (R 2) calculated on 
the validation dataset. The model’s final predictive 

Fig. 3. localization of Deformation and thinning  
in the pole of the hemisphere Dome
Source: Complied by the authors.

 

 

 

Table

results of gaussian process prediction for hemispherical geometric characteristics

target variable Dataset mSe, mm2 R 2

Thickness (s) Training 1.44 × 10-5 –

Validation 2.56 × 10-5 0.9996

Test 2.84 × 10-5 –

Average height (havg) Training 0.065 –

Validation 0.112 0.9994

Test 0.124 –

Height difference (Δh) Training 1.44 × 10-5 –

Validation 2.35 × 10-5 0.9996

Test 2.46 × 10-5 –

Source: Complied by the authors.
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ability was evaluated on the test set using the mean 
squared error (MSE).

Prediction accuracy was visualized using scatter plots 
(Figs. 4, 5), comparing actual (x-axis) versus GPR-predicted 
(y-axis) values. The proximity of points to the y = x bisector 
indicates model performance, with separate validation 
and test plots for thickness (Fig. 4) and height (Fig. 5). 
Point color intensity represents absolute error magnitude.

Two GPR prediction plots with confidence intervals 
were generated to visualize model uncertainty:
1) thickness (s) with confidence intervals (Fig. 6a);
2) height UY_1 with confidence intervals (Fig. 6b).

Both plots display time on a logarithmic scale.

DiScuSSion of reSultS
The results presented in Table demonstrate the per-
formance of the GPR model for predicting the geomet-
ric characteristics of a hemisphere after superplastic 
forming. Analysis of the metrics reveals the following:

1. The MSE on the training set is slightly lower 
than on the validation and test sets, which is normal 
and indicates some degree of memorization of the 
training data. The nearly identical MSE values on the 
validation and test sets signify that the model has 
learned the underlying patterns rather than merely 
memorizing noise or specific cases from the training 
set.

Fig. 4. comparison of actual Versus predicted thickness Values, s (mm): a) Validation Set, b) test Set
Source: Complied by the authors.

 
a) b)

Fig. 5. comparison of actual Versus predicted height Values at point UY 111: a) Validation Set; b) test Set
Source: Complied by the authors.
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2. Analysis by target variables thickness (s), 
average height (havg), and height difference (Δh) with 
a validation set score of R 2 ≈ 0.9996, indicates that the 
model explains approximately 99.96% of the variance 
in the target variable.

Analysis of the scatter plots (Figs. 4, 5) demonstrates 
that the GPR model is generally accurate and adequate, 
as evidenced by the dense point cloud along the bisector 
down to a thickness of 1.2 mm, which corresponds to 
the initial blank thickness.

The confidence intervals (Fig. 6) reveal a technologi-
cal window where stable results can be expected. The 
consistent positioning of actual data points within the 
central region of these intervals indicates a controllable 
and robust process.

The wider confidence interval at the process onset 
likely reflects inherent uncertainty during the initial 
stage, potentially associated with challenges in simula-

ting the early phase where plastic deformation just be-
gins to develop in the material. The subsequent narrow-
ing of the interval suggests that the deformation process 
has stabilized, exhibiting highly predictable behavior 
that is well-captured by the selected material model.

concluSionS
The developed Gaussian process model demonstrated 
high accuracy and reliability in predicting the geo metry 
of hemispheres produced by superplastic forming. The 
high values R 2 ≈ 0.9996 and the close agreement be-
tween errors on the validation and test sets confirm 
that the model successfully learned the underlying 
physical relationships without overfitting. Analysis of 
scatter plots and confidence intervals indicates a con-
trollable and robust process, with the model adequ ately 
capturing its physics, particularly during the stable 
deformation phase.
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безопасность несовершеннолетних пользователей  
в информационно-коммуникационной среде

с.д. семухинa, в.в. Пахолюкb, П.д. осинас, Р.а. кочкаровd, с.а. Резниченкоe, Э.а. окуневаf

a, e Национальный исследовательский ядерный университет «МИФИ», Москва, Российская Федерация;
b, c, d, f Финансовый университет при Правительстве Российской Федерации, Москва, Российская Федерация

аннотаЦИя
Данная статья посвящена всестороннему анализу проблемы обеспечения цифровой безопасности несовершеннолетних 
в условиях стремительного развития информационного общества и цифровых технологий. Цель исследования состо-
ит в выявлении нормативных, организационных и технологических механизмов защиты детей от информационных 
угроз, формирующихся в сети Интернет, включая деструктивный контент, кибербуллинг, вовлечение в противоправную 
деятельность и манипулятивные алгоритмы социальных сетей. Особое внимание уделено анализу правовых актов, ре-
гулирующих данную сферу, а также институциональной роли государственных органов и значимости образовательных 
инициатив. Методологическая основа исследования включает системный и междисциплинарный подходы, позволяющие 
учитывать юридические, социокультурные, педагогические и технологические аспекты проблемы. В процессе работы 
использовались методы контент-анализа нормативных документов, сравнительно-правовой анализ, а также обобщение 
практического опыта и данных социологических исследований. ключевые результаты исследования заключаются в выяв-
лении фрагментарности существующего законодательства и институциональных механизмов в сфере информационной 
безопасности несовершеннолетних, а также в обосновании необходимости построения комплексной многоуровневой 
модели защиты. Эта модель предполагает создание специализированного органа контроля, укрепление связей меж-
ду школой, семьей и ребенком, а также внедрение современных технических решений для фильтрации и контроля 
цифрового контента. выводы исследования подчеркивают важность комплексного подхода к решению обозначенной 
проблемы, необходимость скоординированного межведомственного взаимодействия, развития цифровой грамотности 
всех участников образовательного процесса, а также совершенствования правового регулирования. Представленные 
в статье рекомендации и инициативы могут быть использованы при формировании государственной политики в сфере 
цифровой безопасности, разработке образовательных программ и инструментов защиты детей в онлайн-среде.
Ключевые слова: цифровая безопасность; несовершеннолетние; правовое регулирование; информационные угрозы; 
интернет; фильтрация контента; родительский контроль
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abStract
This article presents a comprehensive analysis of the issue of ensuring digital safety for minors in the context of the 
rapid development of the information society and digital technologies. the objective of the study is to identify the 
legal, organizational, and technological mechanisms for protecting children from informational threats emerging in 
the online environment, including harmful content, cyberbullying, involvement in illegal activities, and manipulative 
algorithms of social media platforms. Special attention is given to the analysis of legal regulations governing this area, 
the institutional role of state authorities, and the importance of educational initiatives. the methodological basis of the 
study includes a systematic and interdisciplinary approach, taking into account the legal, sociocultural, pedagogical, and 
technological dimensions of the problem. The research employs methods such as content analysis of legal documents, 
comparative legal analysis, as well as synthesis of practical experience and sociological data. the key findings of the 
study highlight the fragmented nature of current legislation and institutional mechanisms in the field of digital safety 
for minors. The study substantiates the need for the development of a comprehensive multi-level protection model. This 
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введенИе
Современное общество стремительно развивается 
в направлении цифровизации всех сфер жизнеде-
ятельности. Особую актуальность в этом контексте 
приобретает проблема обеспечения информацион-
ной безопасности несовершеннолетних. С каждым 
годом увеличивается вовлеченность детей и под-
ростков в интернет-пространство, что сопрово-
ждается ростом рисков, связанных с воздействием 
вредоносного контента, интернет-мошенничеством, 
психологическим манипулированием и нарушением 
их прав на неприкосновенность частной жизни.

Несмотря на то, что цифровые технологии предо-
ставляют широкие возможности для обучения, соци-
ализации и саморазвития, они одновременно созда-
ют новые угрозы, с которыми несовершеннолетние 
не всегда в состоянии справиться самостоятельно. 
Поэтому возникает необходимость в системной 
защите детей в цифровой среде, включающей как 
нормативно-правовое регулирование, так и практи-
ческие механизмы профилактики и вмешательства.

Цель исследования состоит в выявлении нор-
мативных, организационных и технологических 
механизмов защиты детей от информационных 
угроз, формирующихся в сети Интернет.

ПРавовые основы ЗаЩИты 
несовеРшеннолетнИх в ЦИФРовой 

сРеде
Правовая защита несовершеннолетних в цифро-
вой среде в Российской Федерации опирается на 
комплекс федеральных законов, международных 
соглашений и подзаконных актов, регулирующих 
вопросы информационной безопасности, прав ре-
бенка и ограничения доступа к вредоносной ин-
формации. Среди ключевых документов можно 
выделить:

•  Федеральный закон № 149-ФЗ «Об инфор-
мации, информационных технологиях и о защите 
информации» 1;

1 Федеральный закон от 27.07.2006 № 149-ФЗ (ред. от 
30.12.2021) «Об информации, информационных технологи-

•  Федеральный закон № 436-ФЗ «О защите де-
тей от информации, причиняющей вред их здоро-
вью и развитию» 2;

•  Федеральный закон № 124-ФЗ «Об основных 
гарантиях прав ребенка в Российской Федера-
ции» 3;

•  Концепция информационной безопасности 
детей, утвержденная в 2015 году 4;

•  Конвенция о правах ребенка (1989), ратифи-
цированная Российской Федерацией 5;

•  Приказ Минкомсвязи России № 161 от 
16.06.2014 6.

Однако, несмотря на наличие нормативной базы, 
значительная часть этих документов не содержит 
четко определенных механизмов привлечения к от-
ветственности лиц, наносящих вред несовершен-
нолетним в интернете. Это порождает правовые 
лакуны и затрудняет применение законодательства 
на практике.

Особую тревогу вызывает активность злоумыш-
ленников в социальных сетях, которые с легкостью 
выходят на контакт с детьми, используя их довер-

ях и о защите информации». URL: https://www.consultant.ru/
document/cons_doc_LAW_61798/ (дата обращения: 13.02.2023).
2 Федеральный закон от 29.12.2010 № 436-ФЗ (ред. от 
01.07.2021) «О  защите детей от информации, причиня-
ющей вред их здоровью и  развитию». URL: https://www.
consultant.ru/document/cons_doc_LAW_108808/ (дата обра-
щения: 13.02.2023).
3 Федеральный закон от 24.07.1998 № 124-ФЗ «Об основных 
гарантиях прав ребенка в Российской Федерации» (послед-
няя редакция). URL: https://www.consultant.ru/document/
cons_doc_LAW_19558/ (дата обращения: 13.02.2023).
4 Концепция информационной безопасности детей (2015 г.). 
URL: http://static.government.ru/media/files/mPbAMyJ29uSPhL
3p20168GA6hv3CtBxD.pdf (дата обращения: 13.02.2023).
5 Конвенция о  правах ребёнка (одобрена Генеральной 
Ассамблеей ООН 20.11.1989, вступила в  силу для СССР 
15.09.1990). URL: https://www.consultant.ru/document/cons_
doc_LAW_9959/ (дата обращения: 13.02.2023).
6 Приказ Минкомсвязи России от 16.06.2014 № 161 «Об ут-
верждении требований к административным и организа-
ционным мерам, техническим и программно-аппаратным 
средствам защиты детей от информации, причиняющей 
вред их здоровью и  (или) развитию». URL: https://digital.
gov.ru/ru/documents/4446/ (дата обращения: 13.02.2023).
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model includes the establishment of a specialized supervisory body, strengthening cooperation between schools, families, 
and children, and implementing modern technological tools for filtering and monitoring digital content. the conclusions 
of the article emphasize the importance of an integrated approach to addressing the identified problem, the need for 
coordinated interagency cooperation, the promotion of digital literacy among all participants in the educational process, 
and the improvement of legal frameworks. The recommendations and initiatives presented in this study may serve as a 
foundation for the development of public policy in the area of digital safety, the design of educational programs, and the 
implementation of child protection tools in the online environment.
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чивость и недостаток критического мышления, 
получение личной информации путем обмана, 
вовлечение в деструктивные сообщества, а также 
распространение вредоносного контента [1].

Цифровая реклама представляет собой еще один 
значимый источник информационного давления 
на несовершеннолетних [2, 3, 4]. Она появляет-
ся не только в браузерах, но и во всех цифровых 
устройствах —  смартфонах, планшетах, телевизорах 
с выходом в интернет. Под видом развлекатель-
ного контента рекламодатели продвигают товары 
и идеи, к которым дети могут оказаться не готовы 
ни интеллектуально, ни эмоционально (рис. 1–3).

На данный момент регулирование рекламно-
го контента в детской цифровой среде остается 
фрагментарным. Отсутствуют действенные ин-
струменты идентификации и блокировки скрытой 
рекламы, направленной на манипуляцию детским 

поведением. В результате несовершеннолетние 
становятся уязвимой целевой аудиторией, под-
верженной потребительским и психологическим 
установкам, формируемым через рекламные ал-
горитмы.

Защита прав и интересов детей в цифровой 
среде входит в компетенцию сразу нескольких госу-
дарственных органов, каждый из которых действует 
в рамках своей сферы ответственности. Среди них:

•  Роскомнадзор, осуществляющий надзор за 
соблюдением законодательства в сфере связи, ин-
формационных технологий и защиты персональ-
ных данных.

•  Рособрнадзор, контролирующий образова-
тельные учреждения и внедрение цифровых плат-
форм в обучении.

•  Роспотребнадзор, отвечающий за защиту 
прав потребителей, в том числе в цифровой среде.
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Рис. 1 / Fig. 1. лояльность к различным форматам рекламы среди возрастных групп /  
loyalty to Different advertising formats among age groups
Источник / Source: исследовательский центр компании «Делойт» в СНГ / Deloitte CIS Research Center [3].

 

Как вы относитесь к различным форматам рекламы?
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Рис. 4 / Fig. 4. Использование медиаконтента разными возрастными группами / use of media content 
by Different age groups
Источник / Source: исследовательский центр компании «Делойт» в СНГ / Deloitte CIS Research Center [3].

 

Рис. 2 / Fig. 2. демографическое распределение населения России по возрасту (2021) /  
Demographic Distribution of the russian population by age (2021)
Источник / Source: Информационно-статистический портал InfoTables / InfoTables. URL: https://infotables.ru/statistika/31-

rossijskaya-federatsiya/783-raspredelenie-naseleniya-po-vozrastnym-gruppam-tablitsa

 

Рис. 3 / Fig. 3. возрастная структура аудитории интернета в России / age Structure of internet 
audience in russia
Источник / Source: исследовательская компания Mediascope / Mediascope Research Company [4]
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•  Министерство просвещения, разрабатыва-
ющие методические рекомендации и образова-
тельные программы, включая темы цифровой 
грамотности.

Несмотря на вовлеченность различных ве-
домств, их усилия не объединены в единую ко-
ординированную систему. Отсутствие межведом-
ственного взаимодействия приводит к дублиро-
ванию функций и снижает общую эффективность 
работы по обеспечению цифровой безопасности 
детей. Следовательно, необходим комплексный 
подход, основанный на координации, обмене дан-
ными и общей стратегии защиты.

МоделЬ ЗаЩИты 
несовеРшеннолетнИх в ЦИФРовой 

сРеде
Для преодоления разрозненности и повышения 
эффективности предлагается внедрение модели 
многоуровневой защиты несовершеннолетних 
в цифровой среде. Эта модель включает три клю-
чевых уровня.

1. Формирование связки «родители —  шко-
ла —  ребенок». Цифровая социализация детей 
невозможна без активного участия взрослых. Ро-
дители и педагоги должны обладать знаниями 
и навыками, необходимыми для сопровождения 
детей в цифровом пространстве.

2. Технические алгоритмы фильтрации контента.  
Необходима разработка и внедрение програм-
мных решений, которые позволяют ограничи-
вать доступ к вредоносной информации на всех 
устройствах, используемых несовершеннолетними 
(рис. 5) [5].

Это включает использование интеллектуаль-
ных фильтров, систем родительского контроля 
и сотрудничество с крупными IT-компаниями.

В рамках рассматриваемого проекта авторами 
были реализованы следующие инициативы, на-
правленные на повышение цифровой безопасности 
несовершеннолетних:

•  разработан обучающий веб-сайт, включа-
ющий видеокурсы и инструкции для родителей, 
касающиеся защиты детей в интернете [6];

•  создан Telegram-бот, предоставляющий ре-
комендации и экстренные меры в случае выявле-
ния потенциальной угрозы 7.

Эти инструменты позволяют оперативно ре-
агировать на информационные угрозы, а также 
обеспечивают доступ к проверенным знаниям 
о безопасности в сети.

Отдельного внимания заслуживает феномен 
видеохостинга TikTok и других социальных плат-

7 Родительский контроль ИБ21–4. URL: https://web.telegram.
org/z/#2108045873; Telegram: @TestbotIB 214fu_bot.

Рис. 5 / Fig. 5. Рекомендуемое потребление цифрового контента по категориям в течение дня 
(пирамида контента) / recommended consumption of Digital content by category throughout the Day 
(content pyramid)
Источник / Source: онлайн-журнал «Лайфхакер» / Lifehacker.ru [5].
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форм, чьи алгоритмы персонализированной ленты 
способны формировать новые установки, вкусы 
и поведенческие модели. Пользователь сам не 
замечает, как оказывается в информационном 
пузыре, где его интересы подкрепляются визу-
альным контентом, эмоционально окрашенным 
и зачастую деструктивным [1].

Особенно подвержены подобному воздействию 
подростки, находящиеся в процессе формиро-
вания идентичности. Алгоритмы могут не толь-
ко подстроиться под интересы пользователя, но 
и усилить его тревожность, внушить искаженные 
представления о себе и мире [7]. Это создает угрозу 
психологическому и ментальному здоровью детей, 
делая необходимым государственный и обществен-
ный контроль над алгоритмическими системами.

Одним из препятствий на пути к эффективной 
защите детей в цифровой среде является культур-
ный разрыв между поколениями. Родители, вырос-
шие в доцифровую эпоху, зачастую опираются на 
постфигуративные модели воспитания, которые не 
учитывают реалии сетевой жизни [8]. Между тем 
дети проводят в интернете значительную часть 
времени, формируя там не только круг общения, 
но и мировоззрение.

Отсутствие понимания между поколениями 
приводит к тому, что взрослые либо чрезмерно ог-
раничивают доступ к сети, вызывая протест, либо, 
напротив, полностью игнорируют происходящее. 
Оба подхода неэффективны и требуют пересмотра 
в сторону сотрудничества и совместного освоения 
цифровой среды.

3. Создание специализированного координа-
ционного органа по цифровой безопасности де-
тей (например, Федеральной службы по детскому 
информационному контролю —  ФСДИК).

В условиях стремительного развития цифро-
вых технологий и усложнения структуры инфор-
мационного пространства становится все более 
очевидной необходимость формирования специа-
лизированного государственного органа, деятель-
ность которого будет направлена исключительно 
на обеспечение цифровой безопасности несовер-
шеннолетних. Предлагаемое учреждение, условно 
обозначаемое как Федеральная служба по детско-
му информационному контролю (ФСДИК), долж-
но выполнять не карательную, а превентивную, 
координационную и образовательную функции. 
В отличие от уже существующих органов, таких 
как Роскомнадзор, Роспотребнадзор или Мин-
просвещения, новый институт должен обладать 
узкой, но глубокой специализацией, касающейся 
исключительно защиты детей в цифровой среде.

Основной задачей ФСДИК станет непрерывный 
мониторинг интернет-пространства с акцентом 
на выявление потенциально опасных информа-
ционных источников, таких как сайты с деструк-
тивным контентом, группы в социальных сетях, 
распространяющие радикальные или манипуля-
тивные идеи, а также платформы, провоцирую-
щие девиантное поведение у подростков. Особое 
внимание может уделяться отслеживанию новых 
форм цифрового насилия, включая кибербуллинг, 
груминг, шантаж, цифровое преследование и во-
влечение несовершеннолетних в противоправные 
действия.

Второе направление работы предполагает раз-
работку методических материалов и рекомендаций 
для широкого круга адресатов: родителей, педаго-
гов, администраторов образовательных учрежде-
ний, представителей IT-индустрии и контент-плат-
форм. Эти рекомендации должны носить не только 
информационный, но и прикладной характер, 
включая чек-листы для оценки цифровой среды, 
инструкции по настройке фильтров и алгоритмы 
реагирования на критические ситуации. Такой 
подход обеспечит доступность и применимость 
знаний на практике [9].

ФСДИК также может выполнять аналитическую 
функцию, формируя предложения по совершенст-
вованию действующего законодательства. Учиты-
вая динамичность цифровой среды, необходимо 
регулярно адаптировать правовые нормы, выяв-
лять пробелы в законодательстве и разрабатывать 
новые регулятивные механизмы. В этом контексте 
служба может стать связующим звеном между 
экспертным сообществом, законодателями и ор-
ганами исполнительной власти.

Не менее важной задачей нового органа станет 
реализация масштабных просветительских и об-
учающих программ. Подобные кампании могут 
включать национальные информационные неде-
ли, цифровые марафоны, выпуск видеоконтента 
и проведение онлайн-курсов, ориентированных 
на родителей, школьников и учителей [10]. Это 
позволит не только повысить общий уровень 
цифровой грамотности, но и сформировать у под-
растающего поколения навыки критического 
мышления, саморегуляции и ответственного по-
ведения в сети.

Наконец, при разработке концепции и струк-
туры ФСДИК важно учесть вопросы этики, соблю-
дения прав ребенка, неприкосновенности личной 
жизни и соразмерности вмешательства. Орган дол-
жен действовать в логике партнерства с граждан-
ским обществом, ИТ-компаниями и международ-
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ными организациями, обеспечивая прозрачность 
своих действий и открытость к диалогу. В этом 
случае он сможет не только оперативно реаги-
ровать на цифровые угрозы, но и стать основой 
устойчивой и гуманной системы защиты детей 
в быстро меняющемся информационном мире.

выводы
Таким образом, проблема информационной 
безопасности несовершеннолетних в цифровом 
пространстве является многогранной и требует 
междисциплинарного подхода. Необходимо не 

только совершенствовать законодательную базу 
и вводить технические ограничения, но и фор-
мировать культуру цифровой грамотности среди 
всех участников образовательного и семейного 
процесса.

Создание комплексной системы защиты с чет-
ким распределением ответственности между госу-
дарством, обществом и семьей позволит обеспечить 
условия для безопасного, развивающего и гуманно-
го информационного пространства, в котором под-
растающее поколение сможет реализовывать свои 
возможности без угрозы своему благополучию.
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аннотаЦИя
Вторая статья данного цикла работ предполагает приподнять завесу тайны форматов файлов автоматизированного офиса 
как контейнера для доработки вручную некоторых скрытых возможностей. в статье рассмотрен алгоритм реализации одной 
такой функции —  перенаправление скрытой ссылки на активный интернет-ресурс. Как было упомянуто ранее в первой 
статье*, нарастающее количество недекларируемых функций в файловой архитектуре вызывает опасение у существующих 
спецслужб государств, что вполне обоснованно практическим отсутствием унифицированных программно-аппаратных 
комплексов аудита инъекций такого рода. Изучение простых программных инструментов, к сожалению, пропускаемых 
системами защиты на локальных ПК и в сетях, позволит построить более мощный закрытый контур на рабочих местах. 
Существующие системы управления информацией и событиями безопасности SIEM в унифицированном формате по-
строения баз правил для аудита закрытого контура не содержат на данный момент готовых алгоритмов обнаружения 
посторонних файлов внутри файлов форматов автоматизированного офиса. Данный фактор необходимо исправлять 
с использованием самописных правил на рабочих местах индивидуально. В данном цикле статей не предполагаются 
практические инструкции, способные нанести вред цифровой среде корпоративного контура организаций. Рассмотрен 
сценарий простой инъекции с перенаправлением ссылки на интернет-ресурс (функция redirect), который предполагает 
исключительно образовательные функции и предупреждения для специалистов в сфере информационной безопасности.
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a hidden link to an active Internet resource. As mentioned earlier in the first part of the article, the increasing number of 
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by the practical lack of unified software and hardware systems for auditing injections of this kind. Studying simple software tools, 
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введенИе
Массовый переход файловой архитектуры в кросс-
платформенный формат в начале 2000-х гг. при-
вел к тому, что многие популярные форматы 
файлов стали открытого типа как контейнеры [1]. 
С одной стороны, эффект унификации позволил 
без дополнительных конвертаций переносить 
файлы в абсолютно произвольную операционную 
систему со своими особенностями организации 
файловой архитектуры, с другой —  файлы-кон-
тейнеры теперь открыты и доступны для зло-
умышленников. Программисты часто забывают, 
что криптозащита файла как целостной систе-
мы позволяет не только обезопасить данные, но 
и предотвратить заражение в форме инъекций.

Описанный в статье метод является отправной 
точкой для полноценного анализа существующих 
методов простых инъекций. В глобальной сети 
множество аналогичных статей и публикаций 1. С на-
учной точки зрения у правоохранительных органов 
есть множество вопросов к разработчикам, что так-
же отражено в ряде статей [2, 3]. К сожалению, мож-
но на данный момент уверенно констатировать тот 
факт, что унифицированных автоматизированных 
методов блокировки от данного метода инъекций 
(например, в базах правил SIEM) не существует [4].

В статье рассмотрен сценарий простой коррек-
тировки вложенных в контейнер файлов автома-
тизированного офиса (на примере формата.docx) 
как пример простой инъекции произвольной ин-
формации в файловую архитектуру.

алгоРИтМ ИнЪекЦИИ в ПоПуляРный 
ФоРМат текстового РедактоРа

Цифровая среда не очень любит открывать свои 
тайны и секреты. И если пользователь не знает, 
что может скрывать вроде бы обычный файл, то, 
как правило, действие такого рода приводит к за-
ражению устройства вирусами с последующей 
утечкой информации. В качестве примера можно 
рассмотреть одно из новых направлений циф-
ровизации банковской инфраструктуры. Летом 
2025 г. юридическим отделом Банка России 2 было 
предложено упростить процесс подписания дого-
воров при оформлении кредитов дистанционно 

1 IP Логгер через Word, PDF или Excel файл. URL: https://
teletype.in/@rightdecision/IP-Logger-cherez-Word-PDF-
ili-Excel-fajl-03–31; IP Logger в  Word. URL: https://lolz.
live/threads/2431117/; Как нас могут логгировать общедо-
ступными методами. URL: https://habr.com/ru/companies/
tomhunter/articles/590633/
2 Цифровизация банковской сферы в  2025  году: ключе-
вые тренд. URL: https://contentai.ru/blog/tpost/34rlifhu21-
tsifrovizatsiya-bankovskoi-sferi-v-2025

с применением цифрового суррогата сопроводи-
тельных документов. Файлом-посредником для 
фиксации момента подписания выбран самый 
популярный формат файла автоматизированно-
го офиса —  DOCX. Данный формат содержит мно-
жество недекларированных возможностей, спо-
собствующих проникновению злоумышленника 
в закрытый контур банка. Далее будет рассмотрен 
один из известных в сети Интернет процессов пе-
ренаправления ссылки. Авторы специально не 
стали усложнять данный пример теми инстру-
ментами, которые позволяют еще глубже скрыть 
данный процесс с использование методов и алго-
ритмов социальной инженерии. Новое направле-
ние и возможные последствия будут рассмотрены 
в последующих статьях. Итак, процесс перена-
правления ссылки состоит из следующих шагов.

Шаг 1. Заводим личный аккаунт в любом из IP-
грабберов (рис. 1) [5]. В статье не предполагается 
отдельное описание функционала программных 
порталов такого рода, а также представление воз-
можностей интернет-ресурсов, работающих на 
протоколах пятого уровня. Использование логгеров 
в цифровой среде нашего государства не запрещено 
законом, чем пользуются многие сотовые операто-
ры для слежения за своими абонентами.

На втором шаге необходимо создать или исполь-
зовать готовый файл в формате docx, на котором 
будем далее экспериментировать. При создании 
пустого нового файла не будет автоматически со-
здана архитектура XDTO-контейнера. Страницы 
XML-кода добавляются в архитектуру контейнера 
только после открытия (или запуска) файла в ак-
тивную фазу [6].

Шаг 2. Создаем документ в формате docx (рис. 2).
Далее используем ту самую недекларируемую 

функцию компонента ActiveX на примере «Видео 
из интернета». Особенностью активных элемен-
тов текстового редактора заключается в том, что 
они применяют встроенный макрос, который не 
фиксируется системами защиты на ПК как зло-
вред. Именно этой особенностью часто пользуются 
злоумышленники при получении доступа изнутри 
в закрытом контуре организации. Чаще всего ин-
струментарий ActiveX встроен в табличный про-
цессор автоматизированного офиса. Почему до сих 
пор системы безопасности не научились запрещать 
инъекции такого рода, остается загадкой [7].

Шаг 3. Добавляем в документ компонент ActiveX 
на примере «Видео из интернета» (рис. 3).

Как уже было упомянуто ранее, обратимся к са-
мому популярному примеру из интернет-среды. 
В 2025 г. Роскомнадзор запретил использование 
портала YouTube (запрещенный ресурс на терри-
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тории РФ) в цифровой зоне домена РУ. Попытки 
задействовать криптозащищенные каналы VPN 
для получения доступа к запрещенным ресурсам 
отслеживается специальными службами и, в случае 
необходимости, пользователь может быть при-
влечен к статьям УК РФ [8]. Как следствие, даль-
нейшая инструкция приводится только с целью 
обучения специалистов сферы информационной 
безопасности недекларированным возможностям 
автоматизированного офиса.

Шаг 4. Просто сохраняем файл с активной встав-
кой (рис. 4).

Шаг 5. В папке с файлом в формате docx от-
крываем видимость расширений файлов. Меняем 
расширение docx на zip (рис. 5). Именно в этом 
начинается проблемный момент для любой служ-
бы безопасности. Все форматы с расширением X 
(extended) являются контейнерами и могут быть 
открыты как zip-архив. Содержимое контейне-
ра в разных версиях автоматизированного офиса 

Рис. 1 / Fig. 1. варианты ip-грабберов / ip grabber options
Источник / Source: открытая зона интернета / Open Internet Area.

Рис. 2 / Fig. 2. Подготовка файла для инъекции / preparing the file for injection
Источник / Source: составлено авторами / Complied by the authors.
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Рис. 3 / Fig. 3. добавление активного компонента / adding an active component
Источник / Source: составлено авторами / Complied by the authors.

 

Рис. 4 / Fig. 4. Файл с ключевой командой / the file with the key command
Источник / Source: составлено авторами / Complied by the authors.  
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может изменяться, но суть от этого не меняется. 
Большая часть файлов —  обычные XML-форматы, 
свободно читаемые произвольным текстовым ре-
дактором, о чем также будет сказано ниже.

В результате переименования автоматически 
создается файл как zip-архив, который можно от-
крыть без нарушения целостности [9]!

Шаг 6. Запускаем архив Sacrifi ce.zip. Открыва-
ем папку word, затем папку _rels. Находим файл 
document.xml.rels. Открываем как обычный тексто-
вый документ, например, в приложении «Блокнот» 
(рис. 6).

Шаг 7. Находим в файле ссылку на Youtube-
ролик и меняем на ссылку-подсказку. Например, 
«https://www.ЖМИ!_НЕ_СТЕСНЯЙСЯ.ru». Первый 
файл готов! (рис. 7).

Шаг 8. Остаемся в архиве Sacrifi ce.zip. Переходим 
в папку word. Находим файл document.xml (рис. 8).

Шаг 9. Находим в файле ссылку на Youtube-ро-
лик и меняем на ссылку IP-логгера (рис. 9). Второй 
файл готов!

Шаг 10. Переименовываем файл с расширени-
ем zip обратно в формат docx. Запускаем ссылку 
(рис. 10). Если пользователь нажмет на кнопку вос-
произведения, то видео не запустится, но сработает 
логгер.

Аналогично первой статье этой серии следует 
обратить внимание на тот факт, что все действия 
с целостностью файла не вызывали подозрения 
ни у одной установленной системы защиты ин-
формации [10].

выводы
Сценарий простой инъекции с перенаправлением 
ссылки на интернет-ресурс (функция redirect), рас-
смотренный в данной статье, представлен исклю-

Рис. 5 / Fig. 5. Меняем расширение docx на zip / changing the extension docx to zip
Источник / Source: составлено авторами / Complied by the authors.

Рис. 6 / Fig. 6. текстовый формат файла, пример / text file format, example
Источник / Source: составлено авторами / Complied by the authors.
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Рис. 7 / Fig. 7. Замена всплывающей подсказки на поддельную / replacing the popup hint with a fake one
Источник / Source: составлено авторами / Complied by the authors.

Рис. 8 / Fig. 8. активный файл со ссылками / active file with links
Источник / Source: составлено авторами / Complied by the authors.

 

 

 

Рис. 9 / Fig. 9. Фиктивная скрытая активная ссылка / fictitious hidden active link
Источник / Source: составлено авторами / Complied by the authors.
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чительно в образовательных и предупредительных 
целях для специалистов в сфере информационной 
безопасности.

В последующих статьях будут описаны и расшиф-
рованы уязвимости файлов автоматизированного 
офиса, не представленных в сети Интернет в от-
крытых источниках. Также будут рассматриваться 

методы простых инъекций во все унифицированные 
форматы медиафайлов, распространенных в сети 
Интернет. Например, такие форматы, как: mp3, 
mp4, avi, mov, pdf, jpg, bmp, gif, tif и т. д. Сколько 
еще содержат существующие файлы контейнеры 
ошибок и недочетов будет также детально рассма-
триваться и далее.
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влияние искусственного интеллекта  
на цифровую трансформацию бизнеса в России

Р.М. Магомедов 
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аннотаЦИя
В данной статье приводится всесторонний анализ влияния искусственного интеллекта на процессы цифровой тран-
сформации бизнеса в России. Рассматриваются ключевые государственные инициативы, экономические эффекты 
внедрения искусственного интеллекта в различные сферы экономики, отраслевые особенности, региональные диспро-
порции, а также вызовы и перспективы развития страны. Цель настоящей работы состоит в оценке степени влияния 
искусственного интеллекта на цифровую трансформацию бизнеса в России, определении возможности и перспективы 
внедрения искусственного интеллекта для улучшения бизнес-процессов и повышения конкурентоспособности рос-
сийских компаний. Исследования проводились с помощью анализа структуры и динамики влияния искусственного 
интеллекта на развитие бизнеса в России. Приводятся аналитические таблицы и диаграммы, иллюстрирующие дина-
мику и масштаб изменений. Особое внимание уделяется роли искусственного интеллекта как драйвера инноваций 
и повышения конкурентоспособности российских компаний в условиях глобальной цифровой экономики. Искусст-
венный интеллект внедрен в основные процессы в 75% крупных российских компаний, а среди малого и среднего 
бизнеса этот показатель достиг 50%. Лидируют по внедрению искусственного интеллекта компании финансового 
сектора (85%), логистики и ритейла (70%) и промышленность (60%). Это свидетельствует о том, что искусственный 
интеллект перестает быть экспериментальной технологией и становится неотъемлемой частью бизнес-процессов.
Ключевые слова: искусственный интеллект; цифровая трансформация; бизнес; экономика; Россия; цифровые техно-
логии; инновации; государственная политика
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введенИе
Цифровая трансформация бизнеса —  это комплек-
сное внедрение цифровых технологий, меняющее 
традиционные бизнес-модели, процессы и взаи-
модействия с клиентами. Искусственный интел-
лект (ИИ), как одна из наиболее перспективных 
и быстроразвивающихся технологий, становится 
ключевым фактором этой трансформации. В Рос-
сии, несмотря на определенные структурные 
и инфраструктурные ограничения, искусствен-
ный интеллект активно внедряется в различные 
сферы жизни и экономики, стимулируя рост эф-
фективности и инновационности бизнеса. Разви-
тие искусственного интеллекта в России поддер-
живается государственными программами, на-
правленными на обеспечение технологического 
суверенитета страны и импортозамещения, что 
особенно актуально в условиях геополитических 
вызовов и экономической нестабильности. Вне-
дрение искусственного интеллекта способству-
ет не только автоматизации рутинных задач, но 
и созданию новых продуктов и услуг, улучшению 
качества управления и повышению удовлетворен-
ности клиентов.

Цель исследования —  оценить степень влияния 
искусственного интеллекта на цифровую трансфор-
мацию бизнеса в России, определить возможности 
и перспективы внедрения ИИ для улучшения биз-
нес-процессов и повышения конкурентоспособно-
сти российских компаний.

Метод ИсследованИя
В качестве метода исследования использовался 
анализ структуры и динамики влияния искусст-
венного интеллекта на цифровую трансформацию 
бизнеса в России.

В 2025 г. Россия достигла значительных успехов 
в интеграции искусственного интеллекта в биз-
нес-процессы. Согласно данным Минцифры, доля 
компаний, использующих ИИ, выросла до 67% 
(по сравнению с 35% в 2022 г.). Это стало возмож-
ным благодаря развитию инфраструктуры, адап-
тации бизнеса к новым технологическим реалиям 
и государственной поддержке. В 2025 г. завершился 
федеральный проект «Искусственный интеллект», 
рассчитанный на 2021–2024 гг., в рамках которого 
было выделено 300 млрд руб. на развитие ИИ, на-
учных исследований и образовательных программ. 
Фондом развития цифровой экономики запущен 
портал «Акселератор Искусственного Интелекта», 
который помог более чем 500 стартапам выйти 

на рынок. Также выделены налоговые льготы для 
компаний, инвестирующих в развитие искусст-
венного интеллекта (снижение НДС на 10% для 
технологических проектов).

Текущее состоянии ИИ в России на 2025 г. опи-
сывается объемом рынка ИИ в России, который со-
ставил 1,2 трлн руб., что на 40% больше, чем в 2023 г. 
Известно, что 75% крупных компаний внедрили 
ИИ в основные процессы, тогда как среди малого 
и среднего бизнеса этот показатель достиг 50%. 
Лидерами по внедрению искусственного интеллек-
та являются: финансовый сектор (85% компаний), 
логистика и ритейл (70% компаний) и промышлен-
ность (60% компаний).

Данные табл. 1 показывают, что финансовые 
организации —  одни из первых и наиболее активно 
внедряющих искусственный интеллект. Исполь-
зование машинного обучения и анализа больших 
данных позволяет им улучшить скоринг клиентов, 
выявить мошеннические операции и автомати-
зировать клиентский сервис. В качестве приме-
ра можно привести Сбербанк, который внедрил 
ИИ-платформу для обработки обращений клиен-
тов, что позволило снизить время ответа на 40% 
и повысить удовлетворенность клиентов на 20%. 
Искусственный интеллект применяется для пре-
диктивного обслуживания оборудования, оптими-
зации производственных процессов и управления 
цепочками поставок. К примеру, группа компаний 
«Северсталь» использует ИИ для мониторинга со-
стояния оборудования, что снизило аварийность 
на 15%. В логистике ИИ помогает оптимизировать 
маршруты и контролировать условия перевозок, 
снижая потери и ускоряя доставку. В электрон-
ной коммерции ИИ-алгоритмы персонализируют 
предложения, прогнозируют поведение клиентов 
и оптимизируют ценообразование. Автоматизация 
клиентской поддержки через чат-боты повышает 
качество сервиса и снижает издержки. Например, 
компания X5 Retail Group применяет ИИ для про-
гнозирования спроса, что позволило снизить из-
держки на хранение товаров на 10% и увеличить 
продажи [1].

Современная деловая среда России претерпе-
вает кардинальные изменения благодаря актив-
ной интеграции интеллектуальных технологий. 
Рассмотрим ключевые аспекты этого процесса. 
В сфере торговли наблюдается революционный 
прорыв. Крупнейшие торговые площадки страны 
успешно внедрили системы анализа покупательских 
предпочтений. Согласно последним исследованиям, 
такой подход увеличивает средний размер покупки 
на 15–20% по сравнению с традиционными схемами 
продаж. Сервисные службы кардинально измени-

* Научная электронная библиотека eLibrary.ru. URL: 
https://www.elibrary.ru
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ли принципы работы. Современные электронные 
помощники самостоятельно обрабатывают до 80% 
стандартных обращений, сокращая время ожидания 
ответа с 10 минут до 30 секунд. Особенно заметны 
эти изменения в банковской сфере, где подобные 
решения значительно оптимизировали работу кли-
ентских служб [2].

Следует отметить, что сфера государственных 
услуг стала значительно доступнее благодаря вне-
дрению умных систем обработки запросов. Авто-
матизированные сервисы в многофункциональных 
центрах (МФЦ) сократили время оказания услуг 
с 2 часов до 15 минут. Судебная система также при-
меняет аналитические алгоритмы для работы с пра-
вовой информацией, что ускоряет рассмотрение 
дел на 40%. Системы видеоконтроля с функцией 

распознавания образов стали важным инструмен-
том обеспечения порядка. В мегаполисах такие 
технологии помогают предотвращать правонару-
шения и оперативно реагировать на чрезвычайные 
ситуации. По данным МВД, в районах с развитой 
системой видеонаблюдения отмечается снижение 
уличной преступности на 25%.

Безусловно, развитие технологий потребовало 
создания новой законодательной базы. Принятый 
в 2025 г. нормативный акт установил четкие правила 
использования интеллектуальных систем. Особое 
внимание уделяется вопросам прозрачности алго-
ритмов и защиты персональных данных.

К сожалению, сохраняются проблемы, связанные 
с качеством исходных данных для обучения си-
стем. Около 45% организаций отмечают недостаток 
релевантной информации, особенно в регионах. 
Также требуют решения вопросы информационной 
безопасности и защиты авторских прав.

По оценкам международной консалтинговой 
компании McKinsey, рынок ИИ в России будет расти 
на 40% ежегодно, а вклад ИИ в ВВП к 2030 г. может 
достигнуть 5 трлн руб. (см. рисунок). Это составляет 
около 20–33% общего прироста ВВП, что свидетель-
ствует о стратегической важности технологий ИИ 
для экономики 1 [3].

К 2030 г. российский рынок технологий искус-
ственного интеллекта достигнет отметки в 3 трлн 
руб., что в 2,5 раза превысит показатели 2025 г. 
Такой стремительный рост обусловлен сразу не-
сколькими факторами:

•  массовая цифровизация традиционных отра-
слей промышленности;

1 Делаем науку в  России: ускорение цифровой тран-
сформации. Институт статистических исследований 
и  экономики знаний НИУ ВШЭ. URL: https://issek.hse.ru/
news/1033038241.html
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Таблица 1 / Table 1

внедрение ИИ в российских компаниях (2025 г.) / ai introduction in russian companies in 2025

сектор / Sector
доля компаний, 

использующих ИИ, % / Share 
of companies using ai, %

основные применения / main applications

Финансы и банкинг 85 Кредитный скоринг, чат-боты, AML-анализ

Логистика 70 Оптимизация маршрутов, прогнозирование спроса

Производство 60 Предиктивное обслуживание, контроль качества

Медицина 55 Диагностика, анализ медицинских данных

Источник / Source: составлено авторами / Complied by the author.

Рис. / Fig. Прогноз вклада ИИ в ввП России 
(2020–2030 гг.) / forecast of ai contribution  
to russia’s gDp (2020–2030)
Источник / Source: составлено авторами / Complied by the author.
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•  увеличение государственных инвестиций 
в ИИ-разработки;

•  расширение сфер применения интеллектуаль-
ных систем.

Особенно значительный прогресс ожидается 
в медицинской диагностике (точность прогнозов 
возрастет до 95%), финансовом секторе (полная ав-
томатизация 70% банковских операций), а также 
в сельском хозяйстве —  внедрение предиктивных 
систем управления урожаем.

Согласно исследованиям Высшей школы эконо-
мики, к 2030 г. около половины всех рабочих мест 
в России будут так или иначе связаны с технологиями 
искусственного интеллекта. Это проявится в появле-
нии новых профессий, изменении существующих 
специальностей, исчезновении некоторых тради-
ционных профессий.

Внедрение ИИ способствует снижению операцион-
ных затрат (до 15% в промышленности и логистике), 
увеличению выручки за счет новых продуктов и пер-
сонализации, повышению производительности труда 
и сокращению времени на рутинные операции [4–6].

Уже известно, что искусственный интеллект ак-
тивно внедряется в ключевые отрасли —  финансы, 
промышленность, ритейл, здравоохранение, тран-
спорт. В регионах, таких как Московская и Сахалин-
ская области, реализуются уникальные проекты. 
Московская область запустила сервис «ВсеСети» —  
цифровую платформу для упрощения согласований 
инфраструктурных проектов, сокращающую сроки 
с 12 месяцев до 14 дней. На Сахалине беспилотники 
с ИИ-ассистентами выявляют и помогают ликвиди-
ровать несанкционированные свалки, что улучшает 
экологическую ситуацию в регионе.

Однако цифровое неравенство между регионами 
остается вызовом —  около двух третей станций связи 
в ряде субъектов не поддерживают современные стан-
дарты 4G/LTE, что ограничивает доступ к цифровым 
сервисам и тормозит развитие ИИ [7, 8].

В мае 2025 г. Правительство России официально 
запустило Центр развития искусственного интеллекта 
(далее —  Центр), который станет проектным офисом 
для координации и систематизации внедрения ИИ 
в стране. Основные задачи Центра:

•  масштабирование лучших практик ИИ в раз-
личных отраслях;

•  экспертно-аналитическое сопровождение 
приоритетных проектов;

•  разработка нормативных документов и ме-
тодик;

•  поддержка разработчиков и развитие вычи-
слительных мощностей.

Центр внедряет проектный подход с цифро-
вым мониторингом и контролем исполнения, что 

должно повысить эффективность реализации на-
циональных инициатив.

Эксперты отмечают, что Россия имеет потен-
циал стать одним из лидеров в области ИИ за счет 
концентрации усилий на развитии «сильного» 
ИИ —  технологий, способных к самостоятельному 
обучению и принятию решений [9–10].

Это обусловлено как растущим спросом на ИИ-
решения в корпоративном секторе, так и государ-
ственной поддержкой высокотехнологичных от-
раслей. Инвестиции в цифровую инфраструктуру 
и программное обеспечение в течение последних 
четырех лет выросли более чем на 80%, превысив 
4 трлн руб. При этом расходы на внедрение про-
граммных продуктов увеличились в 2,5 раза, что 
свидетельствует о масштабной цифровой тран-
сформации бизнеса.

Цифровая зрелость промышленных компаний 
в России уже превышает 45%, а более 70% пред-
приятий продолжают инвестировать в развитие 
цифровых технологий, из них треть наращивает 
темпы вложений [11]. Это означает, что ИИ пере-
стает быть экспериментальной технологией и ста-
новится неотъемлемой частью бизнес-процессов.

Эксперты выделяют сразу три ключевых направ-
ления, в которых ИИ оказывает наиболее значимое 
влияние на бизнес.

1. Развитие ИТ-инфраструктуры. Создание 
эффективных каналов взаимодействия с пользо-
вателями, сбор и анализ данных, цифровое про-
ектирование и моделирование (включая VR и AR) 
становятся основой для инноваций в различных 
отраслях. Особенно активно эти технологии вне-
дряются в топливно-энергетическом комплексе, 
здравоохранении и финансовом секторе.

2. Автоматизация и оптимизация бизнес-про-
цессов.

3. Создание новых продуктов и услуг.
Многие компании уже сегодня используют ней-

росети для автоматизации без значительных затрат 
на ИТ-инфраструктуру. Это позволяет предпри-
нимателям сосредоточиться на развитии бизнеса 
и создании ценности, а не на рутинных задачах. 
Особенно это касается малого и среднего бизнеса, 
который не всегда располагает ресурсами для циф-
ровой трансформации. Спрос на специалистов по 
машинному обучению и ИИ в России стремительно 
растет —  по данным hh.ru, за 2023 г. он увеличился 
на 67%. Недостаток квалифицированных кадров 
ограничивает возможности компаний по внедрению 
и развитию ИИ [12].

Как уже упоминалось, государственная под-
держка и инвестиции помогают развитию ИИ 
в России (табл. 2). Инвестиции в стартапы спо-
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собствуют расширению экосистемы ИИ-решений. 
Создание региональных центров компетенций 
и хабов, аналогичных Сколково, позволит равно-
мерно развивать цифровую экономику по всей 
стране. Интеграция данных между государственны-
ми и коммерческими структурами —  важный шаг 
к повышению эффективности управления и сни-
жению издержек. Внедрение «Цифрового паспорта 
системы» позволит создать прозрачную и удобную 
платформу для взаимодействия всех участников 
рынка. Запуск программ обучения и акселерации 
для IT-специалистов в сотрудничестве с бизнесом 
поможет сократить кадровый дефицит и повысить 
уровень цифровой грамотности предпринимателей.

По оценкам экспертов, компании, внедряющие 
ИИ, получают до 30% экономии ресурсов за счет 
точного прогнозирования спроса и оптимизации 
процессов. В госсекторе цифровизация позво-
ляет сократить бюрократическую нагрузку на 
40%, что ускоряет принятие решений и повышает 
качество услуг.

В последние годы Россия значительно нарастила 
финансирование проектов, связанных с искус-
ственным интеллектом, что отражает стратеги-
ческую важность ИИ для национальной безопа-
сности и экономического развития. В 2025 г. на 
реализацию федерального проекта «Искусствен-
ный интеллект» выделено около 7,7 млрд руб., 
что является частью более широкой программы 
цифровой трансформации и развития экономики 
данных. В рамках дорожной карты развития ИИ 
до 2030 г. общий объем инвестиций в технологии 
ИИ составит порядка 145,85 млрд руб., из которых 
33,3 млрд руб. —  средства федерального бюджета, 
а 112,6 млрд руб. —  внебюджетные инвестиции, 
включая крупные вложения таких институтов, как 
Сбербанк (около 99,7 млрд руб.) и Российский фонд 
прямых инвестиций (РФПИ) —  5,6 млрд руб. До-

полнительно выделяются средства на исследование 
и разработку методологий оценки безопасности 
ИИ-систем, что особенно важно для оборонного 
и других критически важных секторов экономи-
ки —  в 2024–2025 гг. на эти цели планируется вы-
делить более 8 млрд руб. Российский венчурный 
рынок в сфере ИИ демонстрирует устойчивый рост. 
Частные инвесторы и венчурные фонды активно 
финансируют стартапы, работающие в области 
машинного обучения, компьютерного зрения, об-
работки естественного языка и робототехники. 
Помимо крупных игроков, таких как Сбербанк 
и РФПИ, растет число специализированных ак-
селераторов и инкубаторов, поддерживающих 
инновационные проекты. Согласно экспертным 
оценкам, ежегодный объем частных инвестиций 
в ИИ-стартапы в России превышает 20 млрд руб., 
при этом наблюдается тенденция к увеличению 
доли сделок на стадии раннего финансирования, 
что свидетельствует о формировании устойчивой 
экосистемы инноваций [13].

Одним из ключевых шагов по систематизации 
и масштабированию внедрения ИИ в бизнес и го-
сударственное управление стало создание плат-
формы типовых ИИ-решений. Эта инициатива на-
правлена на тиражирование лучших региональных 
практик и упрощение доступа к готовым решениям 
для различных отраслей и процессов. Платформа 
позволит компаниям и органам власти быстро 
интегрировать ИИ-инструменты в существующие 
процессы без необходимости создавать собствен-
ные разработки с нуля. В числе первых кейсов —  
проекты в здравоохранении, коммунальном хо-
зяйстве, цифровизации госуслуг, где ИИ берет на 
себя рутинные задачи, повышая эффективность 
и снижая нагрузку на персонал.

Для дальнейшего развития рынка ИИ в России 
необходимо выполнение ряда условий.

Таблица 2 / Table 2

Прогноз развития рынка ИИ и цифровых технологий / forecast for the Development of the ai and 
Digital technology market

год / year объем рынка ИИ и цифровых решений, млрд руб. / Volume  
of the ai and digital solutions market, billion rubles годовой рост, % / annual growth, %

2020 200 –

2022 392 40

2025 1100 40

2028 1800 24 (кибербезопасность)

Источник / Source: составлено авторами / Complied by the author.
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1. Усиление поддержки стартапов на ранних ста-
диях через гранты и льготное финансирование.

2. Развитие инфраструктуры для тестирования 
и внедрения ИИ-решений.

3. Содействие интеграции российских ИИ-ком-
паний в международные цепочки создания стоимо-
сти.

4. Повышение качества и доступности образо-
вательных программ для подготовки квалифициро-
ванных кадров.

выводы
В заключение хотелось бы отметить, что искусст-
венный интеллект становится фундаментальным 

элементом цифровой трансформации бизнеса 
в России. Он способствует радикальному изме-
нению бизнес-процессов, повышению эффектив-
ности и конкурентоспособности компаний. Госу-
дарственная поддержка, развитие инфраструкту-
ры и образовательных программ создают условия 
для масштабного внедрения ИИ в различные 
отрасли. Однако для достижения полного потен-
циала необходимо преодолеть технологические 
и кадровые барьеры, а также усовершенствовать 
нормативно-правовую базу. В ближайшие годы 
именно интеграция ИИ и предпринимательско-
го мышления определит успех российских ком-
паний на глобальном рынке.
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аннотаЦИя
в статье рассматриваются современные подходы к прогнозированию урожайности сельскохозяйственных культур 
в аграрных регионах юга России с использованием технологий искусственного интеллекта (нейронных сетей). Ак-
туальность темы обусловлена высокой значимостью южных регионов (Краснодарский и Ставропольский края, Ро-
стовская область и др.) в продовольственной безопасности России и необходимостью оперативного и точного про-
гнозирования урожая. Цель данной работы — разработать, применить и сделать оценку моделей прогнозирования 
урожайности сельскохозяйственных культур на юге России с использованием методов искусственного интеллекта, 
основанных на нейронных сетях различного типа. Рассмотрены методология и инструментарий применения нейро-
сетевых алгоритмов (LSTM, CNN, MLP) для прогнозирования урожайности на основе данных 2020–2025 гг., включая 
статистические показатели урожайности, метеорологические данные и индексы растительности (NDVI). Представле-
ны результаты моделирования, демонстрирующие преимущество LSTM-модели по точности прогноза по сравнению 
с другими моделями. Приведены графики и таблицы, иллюстрирующие фактическую и прогнозируемую урожай-
ность, а также сравнительный анализ ошибок моделей. Проведена оценка результатов — сравнительная точность и 
ошибки прогнозов различных моделей. Рассмотрены ограничения проведенного исследования, к которым относятся 
непредставительность контрольных выборок, а также несовершенство системы сбора статистической информации. 
В связи с этим предложены направления дальнейших исследований, таких как расширение объема данных, обра-
ботка и подготовка данных к анализу, использование гибридных моделей, улучшение интерпретируемости моделей.
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abStract
the article discusses modern approaches to predicting crop yields in the agricultural regions of southern Russia 
using artificial intelligence technologies (neural networks). The relevance of this topic is due to the high importance 
of the southern regions (Krasnodar Territory, Stavropol Territory, Rostov Region, etc.) in Russia’s food security, and the 
need for prompt and accurate crop forecasting. the purpose of this work is to develop, apply and evaluate models for 
predicting crop yields in southern Russia using artificial intelligence methods based on various types of neural networks. 
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введенИе
Прогнозирование урожайности сельскохозяйст-
венных культур является одной из ключевых задач 
аграрного сектора, особенно для регионов с интен-
сивным земледелием, таких как юг России.

Ростовская область, Краснодарский и Ставро-
польский края традиционно занимают лидирующие 
позиции по производству зерновых культур (пше-
ница, рожь, ячмень, овес) и являются важнейшей 
компонентой продовольственной безопасности 
страны. От точности прогнозов урожая в этих ре-
гионах зависит планирование продовольственных 
ресурсов, экспортного потенциала и ценовой ста-
бильности.

Решение задачи прогнозирования урожайности 
культур может потенциально повысить саму уро-
жайность за счет выполнения следующих меропри-
ятий в сельскохозяйственных регионах:

•  определение состояния растений, которое ви-
зуально незаметно, применяя аппаратные методы 
визуализации;

•  выделение проблемных участков уже на ран-
них этапах вегетации путем применения методов 
компьютерного зрения и аэрофотосъемки;

•  планирование методов обработки посевов 
(пересева, дополнительной подпитки);

•  контроль появления сорных растений сразу 
после проведения посева, так как сорняки активнее 
набирают массу и хорошо отображаются в спектре;

•  установление растений, которые возделы-
вались в данном месте в предыдущие периоды 
и какие растут сейчас;

•  точечное применение фосфорных, калий-
ных и азотных удобрений на основе определения 
проблемных зон посредством индексов вегетации 
и последующего забора почвы на анализ;

•  своевременная идентификация болезней 
и вредителей в период, когда повреждения еще 
не заметны визуально, путем применения методов 
распознавания и компьютерной идентификации.

Актуальность применения искусственного ин-
теллекта и нейросетевых технологий для решения 
задачи прогнозирования урожайности обусловлена 
несколькими факторами. Во-первых, традиционные 

методы прогнозирования (агрометеорологические 
и статистические модели) не всегда обеспечивают 
требуемую точность и оперативность. Математиче-
ские модели, построенные на нейросетевых алго-
ритмах, способны выявлять скрытые нелинейные 
зависимости между урожайностью и множеством 
влияющих факторов (погодные условия, агротех-
нологии, состояние посевов и др.), что повышает 
точность прогнозов [1–3]. Во-вторых, последние 
годы характеризуются бурным развитием цифровых 
технологий в сельском хозяйстве —  от спутникового 
мониторинга полей до систем точного земледелия, 
что обеспечивает приток высокочастотных и де-
тализированных пространственных данных [4–6].

Цель данной работы заключается в разработке 
модели прогнозирования урожайности сельскохо-
зяйственных культур на юге России с использова-
нием методов искусственного интеллекта, осно-
ванных на нейронных сетях различного типа. Для 
достижения цели решены задачи: сбор и подготовка 
данных по урожайности в регионах юга России 
за 2020–2025 гг.; разработка моделей (MLP, CNN, 
LSTM); обучение и тестирование на актуальных, 
фактических данных; сравнение точности и оши-
бок; анализ преимуществ и ограничений подходов; 
формулировка рекомендаций.

Методы Искусственного 
Интеллекта в ИсследованИИ 

ПРогноЗИРованИя уРожайностИ
В данном исследовании применялся комплекс ме-
тодов искусственного интеллекта, главным образом 
различные архитектуры искусственных нейронных 
сетей.

1. Многослойный перцептрон (MLP) —  это класс 
искусственных нейронных сетей прямого распро-
странения. В исследовании на нейронной сети по-
строена модель, имитирующая зависимость уро-
жайности от набора признаков. MLP как минимум 
состоит из трех слоев. Конфигурация сети MLP: два 
скрытых слоя по 32 нейрона, ReLU, выход с линей-
ной активацией; оптимизация —  Adam; функция 
потерь —  MSE. Модель обучалась на исторических 
данных 2020–2024 гг. и служила базовым нейросе-

Methodology and tools of neural network algorithms application (LSTM, CNN, MLP) are considered to predict crop yields 
based on data from 2020 to 2025, including statistical indicators of crop yields, meteorological data, and vegetation 
indices (NDVI). the article presents the results of modeling, which demonstrate the advantage of the LSTM model in 
terms of prediction accuracy compared to other models. The results section includes graphs and tables that illustrate the 
actual and predicted crop yields, as well as a comparative analysis of the model errors.
Keywords: crop yield; yield prediction; nonlinear regression model: polynomial regression model; neural network; 
multilayer perceptron; convolutional neural network; normalized vegetation index map; recurrent neural network
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тевым бенчмарком. Многослойный перцептрон яв-
ляется популярным инструментом анализа данных 
и входит в платформы для бизнес-аналитики [13].

2. Сверточная нейронная сеть (CNN) —  специ-
ализированный тип глубоких нейронных сетей, 
предназначенных для эффективного распознавания 
образов, данная сеть входит в технологию глубокого 
обучения. Сеть CNN в исследовании применена для 
анализа пространственных данных, а именно дан-
ных на картах нормализованного вегетационного 
индекса (NDVI). Архитектура сети CNN: несколько 
сверточных слоев (ядро 3×3) с пулингом, затем 
полносвязный блок для регрессии урожайности. 
CNN обучалась на парах «спутниковое изображение 
участка —  фактическая урожайность» [3–7].

3. Рекуррентная сеть LSTM —  специализиро-
ванный тип рекуррентной нейронной сети RNN, 
используемой для запоминания и обработки дол-
госрочных зависимостей в последовательностях 
данных временной динамики. В исследовании 
рекуррентная сеть LSTM использовалась для ана-
лиза временной динамики по последовательности 
NDVI и собранных данных по метеопоказателям 
в течение сезона [5]. Архитектура сети LSTM: два 
LSTM-слоя (50 и 20 ячеек) и выходной плотный 
слой; оптимизатор —  Adam; функция потерь —  MSE. 
LSTM использует механизмы памяти для выделения 
существенных межфазовых закономерностей роста 
сельскохозяйственной культуры [7–10].

В качестве дополнительных сравнительных ме-
тодов для анализа прогнозных значений исполь-
зовалась полиномиальная регрессионная модель, 
для построения которой были собраны статисти-
ческие данные из официальных статистических 
источников.

Для предотвращения переобучения применялись 
кросс-валидация по годам, регуляризация (dropout 
0,2; L2), ранняя остановка. Качество оценивали по 
RMSE, MAPE и R². Предварительная нормализация 
и отбор признаков выполнены на основе анализа 
корреляций и важности (в том числе SHAP для MLP).

областЬ ИсследованИя
Областью исследования являются аграрные ре-
гионы юга Российской Федерации: Республики 
Адыгея, Калмыкия, Крым, Краснодарский край, 
Астраханская, Волгоградская и Ростовская обла-
сти и город Севастополь. Для проведения анали-
за урожайности были выбраны южные регионы 
(Краснодарский и Ставропольский края, Ростов-
ская область). Для этих регионов характерен уме-
ренно континентальный климат с мягкой зимой 
и теплым продолжительным летом; при годовых 
осадках 400–700 мм доминируют весенне-летние. 

Почвенно-ландшафтный фонд представлен высо-
коплодородными черноземами, что определяет 
высокий потенциальный уровень урожайности. 
Структура посевов включала озимую пшеницу 
(как индикаторную культуру), ячмень, кукурузу, 
подсолнечник, сахарную свеклу. Период анализа 
2020–2025 гг. охватывает годы с различными по-
годными режимами, что важно для устойчивого 
обучения моделей и получения прогнозных зна-
чений на 2025 г. [3–6].

сбоР данных об уРожайностИ 
кулЬтуР

Опишем систему сбора и обработки данных об 
урожайности культур, так как от нее зависит ка-
чество всей системы прогнозирования урожай-
ности в южных регионах Российской Федерации. 
Структура Южного федерального округа пред-
ставлена тремя республиками, тремя областями, 
одним краем и одним городом федерального зна-
чения. Для исследования урожайности сельскохо-
зяйственных культур выбирались данные по трем 
объектам: Краснодарский край, Ставропольский 
край, Ростовская область.

Инструментальными средствами сбора статисти-
ческих данных послужили статистические данные 
по урожайности сельскохозяйственных культур 
в сельскохозяйственных организациях Южного 
федерального округа по указанным объектам.

По данным сформированы следующие группы 
данных (выборки).

• Статистические показатели урожайности куль-
тур по регионам за 2020–2024 гг. (ц/га), предвари-
тельные данные за 2025 г. прогнозировались мето-
дом полиномиальной регрессии (рис. 1); валовые 
сборы использовались для контроля. Эти данные 
выступали целевыми переменными.

• Метеорологические данные: месячные и сезон-
ные суммы осадков, средние температуры, сумма 
активных температур (>+10 °C), индикаторы экс-
тремальных явлений. Агрегация по региону.

• Дистанционное зондирование: индексы NDVI 
(и доп. EVI/VHI) по данным Sentinel-2/MODIS; рас-
считаны среднемесячные ряды и интегральные 
показатели (максимум NDVI за сезон, площадь под 
кривой NDVI). Использовались готовые продукты 
и расчеты в специализированных сервисах спутни-
кового мониторинга («ВЕГА» и др.) [1, 4, 5, 10–12].

• Агротехнические факторы: индикаторы оро-
шения, приблизительные оценки применения удо-
брений, доли элитных семян, предшественники 
(на региональном уровне —  укрупненно) [13–15].

Для расширения выборки применено синтетиче-
ское моделирование сценариев погодных комбина-
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ций с эмпирическим откликом урожайности; затем 
дообучение на фактических данных 2020–2024 гг. 
Все количественные признаки нормированы; ка-
тегориальные (регионы) закодированы.

Результаты прогноза урожайности культур на 
2025 г. по регрессионной модели представлены 
на рис. 1.

ПРогРаММное обесПеченИе 
И ИнстРуМенты

Для реализации исследования использовалось 
специальное программное обеспечение и ком-
плекс технических средств.

Индекс NDVI (Normalized Difference Vegetation 
Index) —  нормализованный относительный индекс 
растительности, он определяется как количест-
венный показатель фотосинтетически активной 
биомассы на участке поверхности Земли. Индекс 
рассчитывается на основе данных спутниковых 
фотоснимков или аэрофотоснимков, полученных 
с беспилотных аппаратов [1, 2, 4, 5].

Карта NDVI может быть получена с помощью 
следующих видео- и фотооборудования: фотоап-
парат, БВС «Альбатрос М», геодезическое GNSS 
оборудование, мультиспектральная камера для 
получения нормализованного вегетационного ин-
декса NDVI. В результате имеем визуальную карту 
местности, карту с индексом NDVI и детальный 

ортофотоплан полей, что позволяет дать качест-
венный прогноз с диапазоном отклонений от фак-
тических данных от 4 до 20%. Показатели предо-
ставляются с географической точечной привязкой, 
выполненной в формате KMZ, geoTIF или в других 
форматах SHP, JPG. Методика расчетов индекса 
NDVI позволяет определить состояние посевов на 
местности со сложным рельефом и присутствием 
объектов природного и неприродного происхож-
дения, причем четко определяются искусственные 
материалы (асфальт, бетон), а также естественные 
водные источники, участки со снежным покровом, 
разряженных растений и незасеянные почвенные 
участки. Используются программы по распознава-
нию объектов на фотоснимках. Пример полученных 
и обработанных изображений с визуализацией 
засеянных полей представлен на рис. 2.

Используются библиотеки на языке программи-
рования Python: NumPy —  библиотека для работы 
с массивами большой размерности, с помощью 
этой библиотеки обрабатываются статистические 
данные по урожайности культур; Pandas —  про-
граммная библиотека для обработки и анализа 
структурированных наборов данных (панельных 
данных), сформированных как многомерные масси-
вы; Matplotlib —  библиотека для работы с графикой, 
подключение которой позволяет визуализировать 
анализ данных; geodata-стек для обработки гео-

Рис. 1 / Fig. 1. Фактическая и прогнозируемая урожайность культур (2020–2024 гг.), ц/га /  
actual and predicted crop yields of agricultural culture (2020–2024 гг.)
Источник / Source: составлено авторами / Complied by the authors.
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данных (rasterio/GDAL —  инструмент для создания 
нейросетей, для геопространственной обработки 
данных, GeoPandas —  библиотека для работы с про-
странственными данными); фреймворки глубин-
ного обучения Tensor Flow/Keras предоставляют 
мощные инструменты для создания и обучения 
нейронных сетей, выполнения различных задач 
машинного обучения и PyTorch —  фреймворк для 
глубинного обучения, при котором используются 
многослойные обучаемые модели и нейронные 
сети. При проведении эксперимента использованы 
random_state —  генератор случайных чисел в алго-
ритмах машинного обучения и MLflow —  платформа 
для управления жизненным циклом машинного 
обучения, которая регистрирует параметры, ме-
трики и артефакты проводимого эксперимента, 
включая random_state.

Программная реализация нейронных сетей вы-
полнена на языке Python с использованием следу-
ющих библиотек и инструментов NumPy, Pandas, 
Matplotlib, geodata-стек (rasterio/GDAL, GeoPandas), 

фреймворки глубинного обучения TensorFlow/Keras 
и PyTorch. Для репликации экспериментов исполь-
зованы фиксированные random_state и MLflow для 
логирования метрик и артефактов. Спутниковые 
данные агрегировались через Earth Engine и про-
фильные отечественные сервисы («ВЕГА»). Допол-
нительно для сравнительного анализа классических 
моделей временных рядов использовался пакет R 
(пакет forecast).

учет ФактоРов,  
влИяЮЩИх на РеЗулЬтаты

В модель включены агрометеорологические по-
казатели (осадки и температура по месяцам/се-
зонно), дистанционные индексы (максимальный 
NDVI, интегральный NDVI, фенологические харак-
теристики), региональные эффекты (категориаль-
ный признак), ориентиры агротехники (уровень 
внесения удобрений, орошение). Анализ точно-
сти алгоритмов проводился алгоритмом машин-
ного обучения Random Forest и SHAP для MLP, что 
показало доминирование NDVI (пик и интеграл), 
суммы осадков июня–июля, средней температу-
ры июня и индикатора сдвига фенологий (ранняя/
поздняя весна). Для частичной интерпретируе-
мости модели LSTM визуализирован вклад вре-
менных шагов: максимальная чувствительность 
к NDVI мая–июня и к осадкам в июне. Признаки 
масштабированы, высоко коррелирующие агре-
гированы. Учтены риски аномалий (град, вспыш-
ки болезней) —  частично отражаются в динамике 
NDVI, но требуют дальнейшей интеграции фито-
санитарных данных [7–12].

РеЗулЬтаты ПРогноЗИРованИя
Сравнение фактической и прогнозной урожайно-
сти культур по регионам показало, что все нейро-
сетевые модели улавливают межгодовую динами-
ку, но с варьируемой точностью. Наиболее точные 
оценки продемонстрировала модель LSTM, осо-
бенно при раннем прогнозировании (за 1,5–2 ме-
сяца до уборки ошибка возрастала лишь умерен-
но). Графическое сопоставление (рис. 3) иллю-
стрирует, что модель LSTM лучше воспроизводит 
экстремумы (низкая урожайность 2020 г., высокий 
уровень 2021 г.), тогда как перцептрон MLP скло-
нен к сглаживанию.

Для оценки точности прогноза использовались 
такие показатели, как: RMSE —  среднеквадратиче-
ская ошибка, MAPE —  средняя абсолютная процен-
тная ошибка между предсказанными и фактически-
ми значениями и коэффициент детерминации R 2 —  
статистическая мера соответствия регрессионной 
модели фактическим данным. Анализ позволяет 

Рис. 2 / Fig. 2. графическая интерпретация данных 
об урожайности культур на картах nDVi /  
graphical interpretation of agricultural culture crop 
yields Data on nDVi maps
Источник / Source: карты NDVI. ООО «Альбатрос».  / NDVI Maps. 

Albatros. URL: https://www.alb.aero/services/karta-ndvi/
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установить статистическую значимость математи-
ческих моделей искусственного интеллекта.

Количественные метрики приведены в таблице:
•  модель LSTM показала RMSE ≈ 2,5  ц/га, 

MAPE ≈ 5,5%, R² ≈ 0,92;
•  модель CNN —  RMSE ≈ 3,0 ц/га, MAPE ≈ 6%, 

R² ≈ 0,89;
•  модель MLP —  RMSE ≈ 3,5 ц/га, MAPE ≈ 7,5%, 

R² ≈ 0,85;
•  для линейной регрессии RMSE ≈ 5  ц/га, 

MAPE ≈ 10,5%, R² ≈ 0,75;
•  для полиномиальной регрессионной модели 

RMSE ≈ 4,5 ц/га, MAPE ≈ 10,0%, R² ≈ 0,79.
Это соответствует представлениям о превосход-

стве рекуррентных архитектур в задачах временных 
рядов, т. е. рекуррентная сеть LSTM, используемая 
как модель для запоминания и обработки долго-
срочных зависимостей в последовательностях дан-
ных временной динамики по последовательности 
NDVI и собранных данных по метеорологическим 
показателям в течение сезона, показала наиболее 
точный прогноз урожайности культур [7–9].

Ключевые аналитические выводы:
1) индекс NDVI в период выхода в трубку —  ко-

лошение зерна является сильнейшим индикатором 
будущей урожайности культур;

2) сумма осадков в июне–июле критически вли-
яет на налив зерна;

3) существуют значимые региональные эффекты 
(при прочих равных по Краснодарскому краю про-
гнозы выше, чем в Ростовской области, что отражает 
различия в почвенно-агротехнической базе);

4) по индексу NDVI выделяются проблемные 
участки уже на ранних этапах вегетации в южных 
регионах;

5) прогнозирование неурожайных ситуаций воз-
можно уже по состоянию на конец мая при резком 
отставании NDVI от многолетней нормы.

Сравнительные метрики моделей полиноми-
альной регрессии и нейросетей MLP, CNN, LSTM 
показаны в таблице.

Полученные количественные метрики отражают 
в большей степени точность прогнозирования уро-
жайности культур и никак не показывают ключевые 
особенности каждой построенной модели нейрон-
ных сетей, не дают точную оценку по архитектуре 
нейронной сети. Полиномиальная регрессионная 
модель была построена на основе статистических 
данных об урожайности за период 2020–2024 гг. 
в трех южных регионах России (Краснодарский 
край, Ставропольский край, Ростовская область). 
При построении моделей нейронных сетей ис-
пользовался многофакторный анализ данных по 
следующим показателям: урожайность в регио-
нах, метеорологические показатели, полученные 
индексы NDVI путем дистанционного зондирова-

Рис. 3 / Fig. 3. Фактическая и прогнозируемая урожайность культур (2020–2024 гг.) на моделях 
нейросетей mlp, cnn, lStm, ц/га / actual and predicted agricultural culture (2020–2024) based  
on neural network models mlp, cnn, lStm, с/ha
Источник / Source: составлено авторами / Complied by authors.
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ния и индикаторы по агротехническим факторам, 
влияющим на урожайность (индикаторы орошения, 
оценки применения удобрений, доли элитных се-
мян, предшественники). Применение аппарата 
нейронных сетей позволило увеличить точность 
прогнозных моделей и выделить лучшую из трех 
моделей нейронных сетей.

обсуж денИе  
Полученных РеЗулЬтатов

При получении результатов были учтены основ-
ные ограничения: 1) умеренный объем данных 
по урожайности сельскохозяйственных культур 
(2020–2025 гг., три региона) и частичная неодно-
родность источников; 2) неполный учет биотиче-
ских факторов (болезни, вредители); 3) локаль-
ность моделей (адаптация под юг России); 4) огра-
ниченная интерпретируемость. Можно выделить 
следующие направления развития: расширение 
временных рядов, т. е. увеличение временных 
диапазонов исследования урожайности культур; 
увеличение зон исследования и пространственно-
го охвата; применение в дальнейшем гибридных 
нейросетевых архитектур (Conv LSTM, трансфор-
меры), ансамблирование нейросетевых моделей 
CNN (перцептрон) и LSTM (сверточная сеть); ин-
теграция в модели данных фитосанитарного мо-
ниторинга; внедрение оценок неопределенности 

за счет построения статистических моделей (байе-
совские сети); использование пилотных облачных 
сервисов для хозяйств с регулярным обновлением 
прогноза.

Экономический эффект от внедрения автома-
тизированных систем прогнозирования на базе 
ИИ проявляется через оптимизацию процессов 
планирования, снижение рисков и повышение эф-
фективности использования ресурсов в сельскохо-
зяйственной деятельности [3–6, 13–15].

выводы
Сравнительный анализ показателей оценочных 
метрик качества прогнозных моделей выявил стати-
стически значимое преимущество модели LSTM над 
MLP (по критерию Вилкоксона сдвиг показателей 
одной модели более интенсивный, чем в другой 
модели, по парным ошибкам p < 0,05) и умеренное 
преимущество CNN над MLP. Интерпретируемость 
нейросетей обеспечивается частично (SHAP, анализ 
временных вкладов), однако для производственного 
внедрения предпочтительна интеграция модулей 
XAI. Стабильность результатов подтверждена те-
стами на независимых годах (2024 г.). Практическая 
значимость ошибки порядка 5–6% оценивается 
как достаточная для управленческих решений по 
логистике и страхованию урожая, превосходящая 
точность классических подходов [1–3, 7–13].
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аннотаЦИя
в статье предлагается теоретическое решение переменной неопределенности в расчетах опережающих индикаторов 
на примере экономических данных, ожидаемых деловыми сообществами. Предлагаемый авторами подход позволяет 
решить проблему, имеющуюся в технологии обработки первичных данных мнений деловых сообществ, что является 
актуальным для максимального привлечения значимой информации в принятии решений. Цель статьи —  продемон-
стрировать результаты решения модели инкапсуляции и декапсуляции информации с неопределенными исходами. 
В качестве метода исследования применялось построение нелинейных парных уравнений регрессии временных 
последовательностей экономико-статистической и социологической информации. Рассматриваются условия модели 
с временными последовательностями независимой неопределенной переменной, обсуждается верификация и оценка 
качества модели. Исследование проводилось в 1993–2025 гг. на базах Банка России и Научно-исследовательского 
финансового института Министерства финансов РФ (НИФИ). Источниками информации являются Московская межбан-
ковская валютная биржа, платформа Investing.com, аналитические подразделения коммерческих банков и брокерских 
организаций. Модель строилась на сплошной выборке данных прогнозов и мнений участников срочных рынков. основные 
результаты, полученные при решении модели, свидетельствуют о существенном повышении (на 40%) тестирования 
точности классификации для машинного обучения нейросети поиска и предобработки данных биржевой торговли. 
Показано преимущество решения множественной модели парных уравнений регрессии с использованием временной 
последовательности ожидаемых деловыми сообществами значений экономического показателя, включая деинкап-
сулированную неопределенную переменную по отношению к стандартным решениям парных уравнений регрессии.
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введенИе
В расчетах опережающих экономических и финан-
совых индикаторов преобладают балансовый и диф-
фузный методы. Им присущ весьма существенный 
недостаток, а именно игнорирование доли ответов 
участников опросов об ожидаемой деловой активно-
сти. В итоге при обработке результатов не учитывается 
часть информации, что некорректно с методологи-
ческой точки зрения. Как показывают тестирование 
и компьютерные эксперименты, подобные методы 
искажают результат, требуя избыточного резервиро-
вания под риски. Кроме этого, на протяжении 30 лет 
наблюдается сохранение преобладающего значения 
зоны неопределенности в распределении первич-
ных данных по альтернативам предполагающихся 
векторов изменений. Этот факт послужил основой 
для теоретического исследования модели расчета 
опережающих индикаторов с учетом зоны неопре-
деленности.

Цель настоящей работы заключается в теорети-
ческом решении проблемы преодоления неопреде-
ленности переменной в расчетах опережающих инди-
каторов экономических данных. Исходные уравнения 
расчетов опережающих индикаторов от балансового 
и диффузного к диффузному рассматриваются с точ-
ки зрения перспектив изменений с использованием 
V-распределения доли неопределенных ответов. Со-
ставляются нелинейные парные уравнения регрессии 
временных последовательностей экономико-стати-
стической и социологической информации. Условия 
модели исследуются с временными последователь-
ностями независимой неопределенной переменной. 
Представлена верификация и оценка качества модели.

Основные результаты решения модели показыва-
ют существенное повышение (на 40%) тестирования 
точности классификации для машинного обучения 
нейросети поиска и предобработки данных биржевой 
торговли. Также продемонстрированы преимущества 
решения множественной модели парных уравнений 
регрессии с использованием временной последо-
вательности ожидаемых деловыми сообществами 
значений экономического показателя, включая де-
инкапсулированную неопределенную переменную 
по отношению к стандартным решениям парных 
уравнений регрессии.

обЗоР РешенИй МоделИ Расчета 
оПеРежаЮЩИх ИндИкатоРов

В данном исследовании используется термин «преак-
тивность» в отношении экономических показателей, 
чтобы отличать опережающие индикаторы 1 от так на-

1 Агрегированные мнения топ-менеджмента предприятий о пред-
полагаемых условиях финансово-хозяйственной деятельности [1].

зываемых опережающих показателей [1, 2] текущих 
ожиданий в деловых сообществах, объединяемых 
совместными производственно-кооперационными 
и финансово-хозяйственными циклами. Особенно-
стью преактивных моделей является использование 
социологического метода агрегирования мнений 
руководителей предприятий о будущих изменениях 
ключевых параметров финансового-хозяйственной 
деятельности, обращаемых в формат численных 
значений соответствующих будущих статистический 
показателей.

Исключение 2 переменной неопределенности из 
расчета опережающих индикаторов балансовым 
методом оказалось существенной методологической 
проблемой [3]. Применение диффузного метода 
ухудшило сходимость опережающих индикаторов 
со статистикой, еще больше исказив конечный ре-
зультат [3].

В определенном смысле макропрогнозные эко-
нометрические модели являются частным случаем 
преактивных моделей, в скрытом виде они в той 
или иной степени используют экспертные оценки 
для параметризации и верификации моделей 3 [4–6]. 
Обратимся к общим и частным отличиям макропро-
гнозных и преактивных моделей.

Для общего случая преактивных моделей важно 
учитывать асимметрию рынка. Тогда по методологии 
теоретические рекомендации и диапазоны задают-
ся коэффициентами, для учета различий которых 
применяются экспертные суждения и байесовская 
оценка. Коэффициенты эластичности в случаях нели-
нейных моделей корректируются с помощью допол-
нительных исследований или экспертных суждений. 
Диагностика калибровки модели с измененными 
коэффициентами может проводиться с помощью 
анализа функций импульсных откликов, прогнозов 
внутри выборки и анализа декомпозиций перемен-
ных, используя фильтр Калмана [7].

При другом подходе используются классические 
уравнения с включением неопределенной перемен-
ной в прогнозное уравнение регрессии. Предлагается 
трактовать качественные переменные в противо-
положность значащим переменным, отражающим 
количественную сторону показателя, как индикаторы 
уровня задачи. Экономический смысл введения в мо-
дель фиктивных переменных заключается в учете 
факторов, способных повлиять на структуру связей 

2 В статье опираемся на информационную теорию инкап-
суляции/деинкапсуляции данных. Инкапсуляция (про-
граммирование). Знание. Вики. URL: https://znanierussia.
ru/articles
3 Business Tendency and Consumer Opinion Surveys (MEI): 
Business tendency surveys. OESD. URL: https://stats.oecd.org/
Index.aspx? QueryId=4783
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между значащими переменными. При их измене-
нии будут наблюдаться скачкообразные изменения 
параметров регрессионной (по информационной 
терминологии) модели.

РешенИе МоделИ ПаРных 
нелИнейных уРавненИй 

Множественной РегРессИИ
В качестве неопределенных переменных предла-
гается использовать дихотомические переменные. 
Коэффициент регрессии при неопределенной пере-
менной интерпретируется как среднее изменение 
зависимой переменной при переходе от одного 
уровня к другому при неизменных значениях дру-
гих факторов [8]. На основе t-критерия Стьюдента 
можно сделать вывод о значимости влияния нео-
пределенной переменной на зависимую перемен-
ную или существенном их расхождении на разных 
уровнях обобщения примеров решения модели.

Предлагаемый нестандартный подход решения 
преактивной модели основан на парных нелиней-
ных уравнениях регрессии, содержащих временные 
последовательности регрессии, включая неопреде-
ленные переменные. В результате решения полу-
чают интервальные величины. Необходимо отме-
тить, что благодаря диффузной модели ожиданий 
с распределенной неопределенной переменной 
модель носит вероятностный характер [7]. Таким 
образом парные нелинейные уравнения относят-
ся к множественной регрессии. Эту схему модели 
обозначим, как преактивную модель филиситации 4.

Необходимо обратить внимание, что для полу-
чения ожидаемых численных значений существу-
ют определенные проблемы парных нелинейных 
уравнений множественной регрессии. Так, предпо-
лагается, что использование кривой регрессии вне 
пределов наблюдаемого диапазона значений объя-
сняющей переменной может привести к значитель-
ным погрешностям временных последовательностей 
зависимой переменной. Однако опыт показывает, 
что приближение теоретической временной последо-
вательности к ожидаемой деловыми сообществами 
увеличивает сходимость со статистическим рядом.

Некорректно заключение о том, что точечный 
прогноз не реален. Использование доверительного 
интервала возможно и имеет экономический смысл 
лишь относительно точечного значения для каждого 
временного периода, входящего в найденную их вы-
борку. Но верно и то, что для расчета фактически двух 
доверительных интервалов по отношению к точечно-
му прогнозу необходимы дополнительные расчеты.

4 The International Association of Facilitators, IAF. URL: 
https://www.iaf-world.org

Требуют экономической интерпретации те случаи, 
когда на долю факторных признаков приходится 
меньшая их часть по сравнению с остальными не-
учтенными в модели факторами, влияющими на из-
менение результирующего показателя. Построенные 
при таких условиях множественные регрессионные 
уравнения модели не могут не иметь практического 
смысла, так как свидетельствуют о релевантности ожи-
даний деловых сообществ относительно сложившихся 
экономических процессов. И, как правило, ожидания 
делового сообщества оказываются более реальными, 
чем экстраполяция инерционных следов прошлых 
экономических событий, какими бы сильными они 
не представлялись в настоящем. В случаях, когда при 
значениях показателей тесноты связи меньше 0,7 
индекс детерминации нелинейной модели ниже 50%, 
это требует дополнительного экономического анализа.

условИя МоделИ Множественной 
ПаРной РегРессИИ.  

ЗаМена ПеРеМенных
Для оценки параметров регрессии, нелинейной 
относительно включенной в уравнение объясня-
ющей переменной, но линейной по оцениваемым 
параметрам, используется подход, называемый 
«замена переменных». В этом случае нелинейные 
объясняющие переменные заменяются линейны-
ми переменными, соответствующими предполо-
жениям Гаусса–Маркова. В случае исследования 
интервальной регрессии, если исследуемая пе-
ременная не участвовала в заменах переменных, 
то полученный прогнозный интервал является 
конечным результатом прогнозирования. При за-
мене исследуемой переменной с помощью обрат-
ной замены необходимо вычислить прогнозный 
интервал для исходной исследуемой переменной.

Исследуемая нелинейная множественная парная 
регрессия охватывает два качественно разных пара-
метра —  статистический динамический (временной) 
ряд, приведенный к приростной форме (в %) уравне-
ний второго порядка и ряд ожидаемого показателя 
(в %), рассчитанного с использованием приростного 
опережающего индикатора (в %) в уравнениях пер-
вого порядка. В соответствии с предварительно про-
веденным тестированием доказана правомочность 
использования косвенной регрессии [9].

При исследовании парных уравнений регрессии 
стараются избегать непосредственного использова-
ния нелинейных уравнений. Действительно, громозд-
кие математические решения в этом случае обреме-
няют модель избыточной сложностью, практически 
малосущественной для слишком большого в эконо-
мике интервала неопределенности, обусловливаемого 
весьма широким кругом разной степени косвенности 
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факторов, реально мало и редко учитывающихся при 
принятии решений. Однако с одним исключением, 
а именно —  для совместно вырабатываемых решений 
требуются агрегаты (фисилитация) мнений субъектов 
хозяйствования (EMI 5), которые в высшей степени 
заинтересованы в учете своего мотивированного 
суждения. Ради них стоит усложнить модель, тем 
более что новый компонент соответствует логике 
предположений Гаусса–Маркова 6.

веРИФИкаЦИя качества МоделИ
Исследование модели с включением опережающего 
индикатора ожиданий опирается на эконометрическую 
схему множественных нелинейных парных уравнений 
регрессии [9]. В литературе она приводится в конечном 
счете к точечной парной регрессии, представляющей 
среднее значений зависимой переменной y, рассматри-
ваемой как функции одной независимой переменной 
(регрессора) x и случайной величины ε:

                                   ( )= π + εy f x ,  (1)

где величина ε назначается случайной и предика-
тирует случайность y. Разбиение y на объяснимую 
f(x) и ε неучтенных уравнением парной регрессии 
( y ) = f(x) факторов сопровождается элиминирова-
нием неопределенности y. Для ε вводятся предпо-
ложения Гаусса–Маркова, а также полагается нор-
мальный закон распределения вероятностей с ну-
левым математическим ожиданием и постоянной 
дисперсией, что, однако, не соответствует иссле-
дуемой неопределенной переменной ожиданий.

Для верификации модели c неопределенной 
переменной ожиданий может быть использовано 
оценивание степени подгонки теоретических зна-
чений ( )=i iy f x  к ожидаемым данным yi, или 
коэффициент рассеивания точки корреляционно-
го поля относительно линии регрессии. Для ана-
лиза общего качества уравнения нелинейной рег-
рессии используется индекс детерминации [10], 
который придает размерность влиянию фактора 
на результат, фиксируя одновременно и роль оши-
бок. Величина 2 2= xyR r  характеризует долю диспер-
сии переменной yi, вызванную влиянием прочих 
неучтенных в модели факторов.

Считается, что в большинстве экономических задач 
регрессор не может принять нулевое или даже близкое 
к 0 значение. Свободный член линейной регрессии 
относят к неинтерпретируемым параметрам из-за 

5 MEI —  Market Estimates Indicators (индикатор ожиданий 
рынка), —  агрегированная величина оценки руководителя-
ми производства будущих результатов финансово-хозяй-
ственной деятельности.
6 The International Association of Facilitators, IAF. URL: 
https://www.iaf-world.org

того, что его не удается проверить экспериментально. 
Однако экономический смысл интерпретации коэф-
фициента регрессии b как эластичности по ожиданиям 
дает возможность оценить его экспериментально.

Методом оценки адекватности модели экспери-
ментальным наблюдениям ожиданий и статистики 
может служить коэффициент (индекс) детермина-
ции, как доля дисперсии, объясняемая регрессией, 
в общей дисперсии результативного признака y. 
Индекс детерминации равен квадрату коэффициента 
линейной парной корреляции:

                               


( )
2 ( )

 
:= Var yR

Var y
.  (2)

При использовании оценки адекватности модели 
в расчете средней ошибки аппроксимации необходи-
мо учитывать, что условие предела значений средне-
го отклонения расчетных значений от фактических 
не более 8–10% представляется избыточно жестким. 
При повышательном изменении параметров показа-
теля ожидания несколько преувеличиваются за счет 
преуменьшения понижательных ожиданий, и, наобо-
рот, при понижательном тренде ожидания несколько 
преувеличивают возможное снижение показателя, 
хотя и в меньшей степени, чем преувеличиваются 
повышательные ожидания. Кроме того, при сниже-
нии положительных ожиданий может складываться 
иное соотношение понижательной и повышательной 
волатильности показателя, и наоборот. Поэтому 
в обоих случаях необходимо вводить поправочные 
коэффициенты на основании исследования моделей 
архивных данных в найденной выборочной совокуп-
ности временных последовательностей в каждом 
конкретном примере решения уравнения:

                        1: −
= β∑ x x

x

y yA
n y

.  (3)

В случае с временными последовательностями 
ожиданий проблема мультиколлинеарности не воз-
никает, так как отдельные факторы связаны между 
собой стохастически, а не линейно, что подтвержда-
ется корреляционным анализом, в результате кото-
рого исключительные случаи линейной зависимости 
(K = 1) отвергаются.

Для оценки адекватности уравнения регрессии 
также используется показатель средней ошибки ап-
проксимации. Ошибка аппроксимации не более 12% 
свидетельствует о подобии прогноза с ожиданиями, 
а выход за указанные пределы —  о рисках при реали-
зации прогноза, что требует ревизии условий модели.

Считается, что интервальный прогноз реалистичен 
в пределах диапазона исходных данных, а экстраполя-
ция кривой регрессии не оправдывает себя в случаях 
ее использования вне пределов наблюдаемого диапа-
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зона значений объясняющей переменной для долго-
срочного прогнозирования по трендовым моделям, где 
в качестве независимой переменной выступает время. 
Однако использование временной последовательности 
ожиданий актуально для трендов, рассчитываемых 
на основе ожиданий, так как они заведомо выходят 
за границы наблюдавшегося в прошлом диапазона 
значений объясняющей переменной.

При решении модели парных уравнений регрессии 
общепринято, что число наблюдений (в данном слу-
чае временных периодов) должно в 7–8 раз превышать 
число рассчитываемых параметров переменной x. Но 
в парных уравнениях регрессии с использованием 
временных последовательностей численных значений 
показателя ожиданий, выходящих за границу послед-
них по времени данных, учитываются не только ар-
хивные, но и данные неопределенной переменной, 
что зависит от результатов корреляционного анали-
за, а не от применения формальных ограничений 
модели. Чем длиннее ряд будущих значений, тем 
менее длинным может быть заведомо избыточная 
выборка временных периодов архивных данных, 
ограничиваемая выборкой временных периодов, на 
которой возникает корреляция порядка K  0,7≤ .

На множественность уравнений регрессии на-
кладывает отпечаток значительное количество 
участников наблюдения и мультипликация отме-
чаемых ими событий, учтенных в исходных данных 
и агрегируемых в преактивных параметрах [11–13], 
а также суммирование временных периодов в ми-
кроциклах, что отвечает условию увеличения числа 
наблюдений при усложнении вида функции.

В ежемесячном преактивном агрегате представ-
лены 4–5 микроциклов. Согласно социологиче-
ской теории в выборке необходимо иметь не менее 
54 респондентов, а число наблюдений в каждый 
момент переменной x составляет 250–300 собы-
тий, что достаточно для признания статистической 
значимости модели, в том числе с точки зрения ее 
репрезентативности и скедастичности.

Перенос измеренной в варьирующей совокуп-
ности в статике для преактивных значений ре-
зультативного признака в динамике не является 
закономерностью взаимосвязи и требует проверки 
условий допустимости экстраполяции, что выходит 
за рамки статистики и относится к сфере экспер-
тных оценок, использующихся для подтверждения 
возможности их отнесения к будущему.

выводы
Исследование модели с неопределенной времен-
ной последовательностью ожидаемого параметра 
показывает, что использование таких последова-
тельностей упрощает ее, а не усложняет, позволяя 

отказываться от избыточного применения фор-
мальных методов оценки корректности расчетов 
параметров будущего в социальных системах.

Рассматриваемая схема модели избавляет от не-
обходимости избыточной ее верификации и обеспе-
чивает более лаконичное решение проблемы оценки 
статистической значимости. В ряде временной 
последовательности неопределенных ожиданий 
имплицитно учтены экономические смыслы и их 
взаимосвязанности.

Кроме того, благодаря самообучению модели 
с помощью автоматизированной системы поиска 
и обработки первичных данных, в том числе ана-
лиза больших данных, в режиме реального вре-
мени формируются оценки, изменяющиеся при 
добавлении в исходную выборку новых данных для 
расчета силы (весов) факторов. Содержательное 
решение проблемы оценки статистической значи-
мости, разумеется, не исключает дополнительной 
верификации модели обычными методами, в том 
числе, например применением F-критерия Фишера. 
Но также требует интерпретации экономического 
смысла получаемых численных значений.

Основной вывод из сравнения рассмотренных 
вариантов методологии моделирования финан-
сово-экономических процессов состоит в том, 
что любое включение мнений деловых сообществ 
в прогнозные модели улучшает ее качество. Сте-
пень улучшения тем больше, чем большее значение 
им придается с помощью эконометрических пре-
образований социально-экономического смысла.

Этот результат достигается путем использования 
временных последовательностей показателей, при-
ведения их к единой размерности, перенесением 
верификации модели и оценки качества модели 
ожидаемых параметров экономики и финансов 
на прогнозную модель. Для биржевой торговли 
особенно важно то, что в модели парных уравнений 
регрессии используется интерактивный вариант 
представления результатов.

Качество модели, выполненной методом пар-
ных уравнений регрессии с инверсионным век-
тором ожидаемых параметров, оценивается эко-
номическими смыслами не в меньшей мере, чем 
формально-логическими критериями. Указанные 
преимущества существенно увеличивают глубину 
предположений без потери подобия с соответст-
вующей догоняющей статистикой.

Использование парных уравнений регрессии 
дает возможность оценить наиболее вероятный 
тренд развития событий в результате осущест-
вления монетарной политики с максимальным 
уменьшением избыточных трансакционных издер-
жек, и в первую очередь резервирования средств 
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под риски, которые имеют относительно малую 
вероятность.

Модель нуждается в обучении фактически в ре-
жиме реального времени, поскольку множествен-
ность независимых переменных изменяется нерав-
номерно и сопряжена с трудностями автоматизации 
обучения из-за шоков численных значений данных 
и их выборок, которые в данном примере нельзя 
трактовать как случайные ошибки.

Весьма существенно, что интервальное соот-
ношение в парах уравнений регрессии, делящих-

ся на прогнозную (классическую) и фиктивную 
(ожиданий), показывает критически важные гра-
ницы численных значений, в которых решение 
о коррекции экономической политики будет более 
всего вероятным в изменяющихся условиях. Разра-
ботка преактивных микроэкономических моделей 
расширяет возможности макропрогнозирования 
и придает им дополнительный экономический 
смысл развития стратегического планирования, 
коррекции дорожных карт и научно обоснованного 
принятия текущих решений.
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