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аннотаЦИя
в статье рассматривается применение методов машинного обучения для анализа тональности текстов, опублико-
ванных пользователями социальной сети ВКонтакте. Это дает возможность в режиме реального времени отслежи-
вать и анализировать настроения миллионов пользователей, что способствует оперативному принятию решений 
и прогнозированию социальных процессов. В рамках исследования был реализован сбор текстовых данных с ис-
пользованием VK API, включающих посты и комментарии пользователей. Проведена предобработка текстов: очист-
ка, лемматизация, удаление стоп-слов и векторизация методом TF-IDF. Для классификации эмоциональной окра-
ски были протестированы модели: логистическая регрессия, случайный лес, наивный байесовский классификатор,  
а также нейросетевые архитектуры LSTM и Transformers (RuBERT). Наивный байесовский классификатор показал 
наилучшие результаты по метрике полноты и сбалансированности по другим метрикам. Согласно результатам ана-
лиза, большинство текстов пользователей имеют нейтральную или положительную тональность, и лишь незначи-
тельная часть — негативную. Представлены визуализации и статистика распределения тональности. Работа демон-
стрирует эффективность применения классических методов машинного обучения для обработки и анализа текстов 
в русскоязычных социальных сетях.
Ключевые слова: анализ тональности; машинное обучение; социальные сети; Вконтакте; обработка естественного 
языка; TF-IDF; байесовский классификатор; сентимент-анализ; посты; комментарии

Для цитирования: горбунова е.а., кочкаров Р.а., окунева Э.а. анализ тональности пользовательского текста мето-
дами машинного обучения. Цифровые решения и технологии искусственного интеллекта. 2025;1(4):16-25. Doi: 
10.26794/3033-7097-2025-1-4-16-25

original paper

Sentiment analysis of user texts  
with machine learning methods

e.a. gorbunovaa, r.a. kochkarovb, e.a. okunevac

a Laboratory of Process Automation Systems Limited Liability Co., Saint Petersburg, Russian Federation;
b, c Financial University under the Government of the Russian Federation, Moscow, Russian Federation

abStract
this paper explores the application of machine learning methods for sentiment analysis of user-generated texts in the 
Russian social network VKontakte. The sentiments of millions of users could be monitored and analyzed in real time, that 
facilitates prompt decision making and forecasting of social processes. Textual data, including posts and comments, were 
collected via the VK API. The preprocessing pipeline involved text cleaning, lemmatization, stop-word removal, and TF-
IDF vectorization. Several classification models were tested, including logistic regression, random forest, and naïve Bayes, 
as well as deep learning models such as LSTM and Transformers (RuBERT). The naïve Bayes classifier demonstrated the 
best performance in terms of recall and overall metric balance. Sentiment analysis results revealed that the majority 
of user texts were neutral or positive, with only a small portion being negative. The paper includes visualizations and 
statistical summaries of sentiment distribution. the study confirms the effectiveness of classical machine learning 
methods for processing and analyzing textual data in Russian social networks.
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введенИе
Современные социальные сети стали важной пло-
щадкой для выражения мнений, обмена информа-
цией и формирования общественного мнения. Мил-
лионы пользователей ежедневно публикуют тексты, 
комментарии, делятся эмоциями и впечатлениями, 
создавая огромные объемы неструктурированных 
данных. Анализ тональности (sentiment analysis) —  
автоматическое определение эмоциональной окра-
ски текстов —  приобретает ключевое значение для 
понимания общественных настроений, мониторин-
га репутации брендов, оценки эффективности мар-
кетинговых кампаний и выявления трендов.

Особенно актуальным анализ тональности ста-
новится в контексте социальных сетей, таких как 
ВКонтакте, которые являются крупнейшими плат-
формами в русскоязычном сегменте интернета. Здесь 
исследователи и компании получают возможность 
в режиме реального времени отслеживать и ана-
лизировать настроения миллионов пользователей, 
что способствует оперативному принятию решений 
и прогнозированию социальных процессов [1].

Однако специфика русского языка, включая его 
морфологическую сложность и богатство форм слов, 
предъявляет особые требования к методам обра-
ботки и анализа текстов. Современные технологии 
машинного обучения и глубокого обучения, такие как 
наивный байесовский классификатор, рекуррентные 
нейронные сети (LSTM) и трансформеры (RuBERT), 
активно применяются для повышения точности оп-
ределения тональности текстов на русском языке [2].

Таким образом, актуальность анализа тональности 
в социальных сетях обусловлена не только ростом 
объема пользовательских данных, но и необходи-
мостью создания эффективных инструментов для 
их автоматической обработки и интерпретации, что 
имеет важное значение для бизнеса, науки и соци-
альной сферы [3].

Цель работы —  выявление эмоциональной окра-
ски текстов пользователей сети ВКонтакте с помощью 
методов анализа тональности.

Методы ИсследованИя
Исследование проводилось в несколько этапов:

•  сбор данных из сети ВКонтакте (посты и ком-
ментарии) через API;

•  предобработка текста (очистка, токенизация, 
лемматизация);

•  векторизация методом TF-IDF;
•  обучение и сравнение моделей (логистическая 

регрессия, случайный лес, наивный байес, LSTM, 
RuBERT);

•  оценка моделей по метрикам (Accuracy, Preci-
sion, Recall, F1-score);

•  анализ распределения тональности (позитив-
ные, нейтральные, негативные тексты).

В рамках данного исследования для анализа то-
нальности текстов из социальной сети ВКонтакте 
применялись современные методы обработки есте-
ственного языка (NLP) и машинного обучения [4]. 
Основная цель состояла в автоматическом опреде-
лении эмоциональной окраски текстов —  положи-
тельной, нейтральной или отрицательной.

Первым этапом являлась предобработка данных, 
которая включала очистку текста от пунктуации, 
специальных символов и URL, токенизацию, удале-
ние русскоязычных стоп-слов и лемматизацию [5]. 
Эти шаги способствуют снижению шума в данных 
и повышают качество последующего анализа. Для 
лемматизации использовались специализированные 
инструменты, учитывающие особенности русского 
языка.

Для преобразования текстовых данных в число-
вой формат была применена модель TF-IDF (Term 
Frequency —  Inverse Document Frequency), которая 
позволяет учитывать не только частоту слов, но и их 
значимость относительно всего корпуса текстов 
[6]. Этот подход улучшает различимость ключевых 
терминов в контексте тональности.

Далее были обучены и сравнены несколько моде-
лей машинного обучения: логистическая регрессия, 
случайный лес и наивный байесовский классифика-
тор [7]. Кроме классических моделей, были протести-
рованы модели глубокого обучения —  рекуррентная 
нейронная сеть LSTM и трансформерная модель 
RuBERT, специально адаптированная для русского 
языка. Выбор таких моделей обусловлен их способ-
ностью выявлять сложные зависимости в текстах 
и учитывать контекст при анализе тональности.

Оценка эффективности моделей проводилась 
по стандартным метрикам качества классифика-
ции —  точности (Accuracy), полноте (Recall), точности 
классификации (Precision) и F1-мере. Анализ показал, 
что наивный байесовский классификатор обеспечил 
лучший баланс между полнотой и точностью, что 
важно для задач сентимент-анализа.

Таким образом, использование комплексного 
подхода —  от тщательной предобработки до приме-
нения различных моделей машинного и глубокого 
обучения —  позволило получить надежные результа-
ты по определению эмоциональной окраски текстов 
пользователей ВКонтакте.

оПИсанИе соЦИалЬной сетИ 
вконтакте как обЪекта 

ИсследованИя
Социальная сеть ВКонтакте (VK) является одной 
из крупнейших и наиболее популярных плат-
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форм для онлайн-коммуникации в России и стра-
нах СНГ. Запущенная в 2006 г., она предоставляет 
пользователям широкий спектр возможностей 
для общения, обмена контентом, создания сооб-
ществ и проведения маркетинговых кампаний. По 
состоянию на 2024 г., количество активных поль-
зователей сети ВКонтакте превышает 100 млн, что 
делает ее уникальным объектом для социологиче-
ских и лингвистических исследований.

Платформа ВКонтакте сочетает в себе функции 
социальной сети, медиаплатформы и инструмента 
для организации сообществ по интересам. Пользова-
тели могут создавать и публиковать посты, коммен-
тировать и ставить лайки, делиться фотографиями, 
аудио- и видеоматериалами 1. Такая многообразная 
активность обеспечивает богатый и разнообразный 
корпус данных для анализа.

Особенностью ВКонтакте является относительно 
открытый доступ к данным через публичный API, что 
позволяет исследователям собирать и анализиро-
вать значительные объемы информации, сохраняя 
при этом конфиденциальность пользователей 2. API 
ВКонтакте предоставляет возможности для получения 
данных о пользователях, их постах, комментариях, 
реакциях и взаимодействиях, что важно для комплек-
сного анализа социальных процессов и настроений.

Для анализа эмоциональной окраски текстов сеть 
ВКонтакте представляет интерес благодаря своей 
русскоязычной аудитории, разнообразию тем и стилю 
общения [8]. Платформа отражает как повседнев-
ные коммуникации, так и реакции на социальные, 
политические и культурные события, что делает ее 
идеальной площадкой для изучения динамики об-
щественного мнения и эмоциональных реакций.

Таким образом, социальная сеть ВКонтакте —  это 
многогранная среда с огромным массивом текстовой 
информации, которая служит надежной основой для 
исследования тональности и настроений пользова-
телей в современном цифровом пространстве.

ИсПолЬЗованИе Vk api для сбоРа 
данных И оПИсанИе датаФРейМов

Для сбора данных из социальной сети ВКонтакте 
в рамках данного исследования использовался офи-
циальный программный интерфейс приложения —  
VK API. Этот инструмент предоставляет доступ к ши-
рокому спектру информации о пользователях, их 
активностях, постах и комментариях, что делает его 
незаменимым для анализа социальных сетей.

1 Что такое ВК. Вконтакте. URL: https://vk.company/ru/
company/about/
2 API|VK для разработчиков. Вконтакте. URL: https://dev.
vk.com/ru/reference

Таблица 1 / Table 1

данные о пользователях социальной сети 
вконтакте / Vkontakte Social network user Data

№ обозначение / 
Designation данные / Data

1 id Идентификационный номер 
пользователя

2 bdate Дата рождения

3 city_title Город

4 country_title Страна

5 first_name Имя

6 last_name Фамилия

Источник / Source: составлено авторами / Complied by the authors.

Таблица 2 / Table 2

данные о постах пользователей социальной 
сети вконтакте / user post Data from Vk Social 

network

№ обозначение / 
Designation данные / Data

1 user_id Идентификационный номер 
пользователя

2 post_id Идентификационный номер 
публикации пользователя

3 post_text Текст поста

4 date_formatted Дата публикации в формате 
ДД.ММ.ГГГГ

5 time Время публикации в формате 
ЧЧ: ММ: СС

6 likes Количество лайков

7 comments Количество комментариев

8 views Количество просмотров

9 photo_url URL фотографии в посте, если 
есть

10 video_link Ссылка на видео в посте, если 
есть

11 audio_link Ссылка на аудио в посте, если 
есть

Источник / Source: составлено авторами / Complied by the authors.
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В работе применялись ключевые методы API, 
такие как:

•  users.search —  метод для поиска пользовате-
лей по заданным параметрам (например, возраст, 
пол, город), что позволило сформировать репре-
зентативную выборку пользователей для анализа;

•  users.get —  предоставлял подробную инфор-
мацию о конкретных пользователях, включая их 
демографические данные и профильные атрибуты;

•  wall.get —  метод, используемый для извлече-
ния постов с пользовательских стен, включая тек-
сты публикаций, время создания, количество лай-
ков, комментариев и просмотров;

•  likes.getList и comments.getList —  методы для 
получения информации о пользователях, кото-
рые взаимодействовали с постами (ставили лайки, 
оставляли комментарии) 3.

В результате использования методов VK API 
для сбора данных была сформирована серия да-
тафреймов, представляющих собой структуриро-
ванные таблицы с информацией о пользователях, 
их публикациях, а также взаимодействиях с этими 
публикациями (лайки и комментарии). Каждый 
из датафреймов отражает определенный аспект 
активности в социальной сети ВКонтакте и является 
основой для последующего анализа.

Данные датафрейма df_all_users —  информация 
о пользователях в социальной сети Вконтакте содер-
жит 14 711 уникальных пользователей социальной 
сети (табл. 1).

Для сбора данных о постах пользователей были 
применены методы: users.get и wall.get.

Данные датафрейма df_all_posts —  информация 
о пяти последних постах пользователей в социаль-
ной сети ВКонтакте, содержат 55 589 уникальных 
идентификаторов постов пользователей (табл. 2).

Данные датафрейма df_likes —  информация о лю-
дях, поставивших лайк на посты, содержат 1 191 231 
записей (табл. 3).

Данные датафрейма df_comments содержат ин-
формацию о людях, которые оставили комментарий 
под постом другого пользователя, и насчитывают 
23 467 записей (табл. 4).

В процессе сбора данных строго учитывался ряд 
ограничений, установленных платформой ВКон-
такте для обеспечения стабильной работы сервиса 
и защиты данных пользователей.

•  Ограничение по количеству запросов: API 
ВКонтакте накладывает лимит на количество за-
просов в единицу времени (например, не более 
трех запросов в секунду для одного токена). Для 

3 Использование VK API. Вконтакте. URL: https://dev.
vk.com/ru/api/overview

предотвращения превышения лимита запросы 
были организованы с использованием очередей 
и задержек, что обеспечило плавное и корректное 
взаимодействие с сервером.

•  Пагинация данных: для получения больших 
объемов данных применялась постраничная за-
грузка с использованием параметров offset и count. 
Это позволяло эффективно обходить ограничение 
на максимальное количество записей, возвращае-
мых за один запрос.

•  Этические и правовые нормы: соблюдались 
правила обработки персональных данных, уста-

Таблица 3 / Table 3

данные о взаимных лайках пользователей 
социальной сети / mutual likes Data between 

Social network users

№ обозначение / 
Designation данные / Data

1 owner_id Идентификационный 
номер пользователя, кому 
принадлежит пост

2 post_id Идентификационный номер 
поста

3 liker_id Идентификационный номер 
пользователя, который 
поставил лайк посту

Источник / Source: составлено авторами / Complied by the authors.

Таблица 4 / Table 4

данные о комментариях пользователей 
социальной сети / Social media user comments 

Data

№ обозначение / 
Designation данные / Data

1 owner_id Идентификационный 
номер пользователя, кому 
принадлежит пост

2 post_id Идентификационный номер 
поста

3 commenter_id Идентификационный номер 
пользователя, который оставил 
комментарий под постом

4 comment_text Текст комментария

5 likes_count Количество лайков данного 
комментария

Источник / Source: составлено авторами / Complied by the authors.
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новленные законодательством и политикой сети 
ВКонтакте. Данные пользователей обрабатыва-
лись анонимно и использовались исключительно 
в агрегированном виде с целью проведения науч-
ного анализа.

•  Обновление и мониторинг API: в процессе 
работы регулярно отслеживались изменения в до-
кументации VK API и корректировались методы 
и параметры запросов для поддержания актуаль-
ности и стабильности сбора данных.

Таким образом, благодаря четкой организации 
процесса и соблюдению технических и этических 
норм был обеспечен качественный и безопасный 
сбор данных, необходимых для дальнейшего ана-
лиза тональности и поведения пользователей со-
циальной сети.

ПРедобРаботка данных
Перед применением моделей машинного обуче-
ния для анализа тональности текстов необходимо 
провести качественную предобработку данных. 
Целью данного этапа является очистка текста от 
лишней информации, приведение его к унифици-
рованному виду и подготовка к векторному пред-
ставлению, пригодному для машинной обработки.

Первым шагом в предобработке текстов является 
их очистка от шумов, не несущих семантической 
нагрузки. Для этого были выполнены следующие 
действия: удаление знаков пунктуации, специ-
альных символов, гиперссылок с использованием 
регулярных выражений, чисел и эмодзи, если они 
не несли значимой информации [9].

Все тексты были приведены к нижнему регистру, 
что позволяет унифицировать слова при последу-
ющей обработке и избежать дублирования лексем, 
различающихся только по регистру.

Следующим этапом является токенизация —  про-
цесс разбиения текста на отдельные слова (токены). 
Для этого использовались стандартные инструмен-
ты библиотеки nltk [10].

После токенизации из текстов были удалены 
стоп-слова —  наиболее частотные слова в русском 
языке, не несущие значимой смысловой нагрузки. 
Удаление стоп-слов позволило сократить количество 
признаков в векторном пространстве и повысить 
значимость оставшихся слов.

Для нормализации форм слов применялась лем-
матизация —  приведение слов к их начальной (сло-
варной) форме. Основным инструментом для этого 
выступила библиотека pymorphy2, ориентированная 
на морфологический анализ русского языка [11].

Лемматизация позволяет сократить размер слова-
ря признаков и устранить избыточность, вызванную 
грамматическими формами одного и того же слова.

Результатом предобработки стало создание но-
вой колонки cleaned_text в каждом из датафреймов.

Для приведения текстов к числовому формату, 
пригодному для обучения моделей, применялась 
модель TF-IDF [12]. Этот метод позволяет оценить 
важность каждого слова в документе относительно 
корпуса текстов.

В результате применения TF-IDF каждый текст 
был представлен в виде разреженного вектора, где 
каждый элемент соответствует весу конкретного 
термина. Эти векторы стали входными признаками 
для дальнейшего обучения моделей классификации.

аналИЗ тоналЬностИ текста
Анализ тональности текстов —  важный этап обра-
ботки пользовательского контента, позволяющий 
определить эмоциональную окраску сообщений. 
В настоящей работе были рассмотрены и обучены 
как классические алгоритмы машинного обучения, 
так и современные методы глубокого обучения [13, 
14]. В данном разделе описывается архитектура 
использованных моделей, методы оценки и выбор 
финального решения на основе сравнительного 
анализа.

Для определения наиболее эффективной модели 
было проведено сравнение пяти алгоритмов: ло-
гистической регрессии, случайного леса, наивного 
байесовского классификатора, LSTM, Transformers 
(табл. 5) [15, 16].

Сравнение производилось на основе таких ме-
трик, как точность (Accuracy), точность классифика-
ции (Precision), полнота (Recall), F1-мера (F1-Score) 
и площадь под кривой ошибок (ROC-AUC). В резуль-
тате анализа наилучшие характеристики продемон-
стрировал наивный байесовский классификатор.

Он был выбран в качестве основной модели по 
следующим причинам:

•  лучшая полнота (Recall) —  важна в задачах, 
где необходимо минимизировать пропуск опре-
деленного класса (например, негативных коммен-
тариев);

•  сбалансированное поведение по точности 
и F1-мере, сопоставимое с другими моделями;

•  простота и высокая скорость обучения;
•  стабильность при обработке разреженных 

данных [17].
Выбранная модель была применена к очищен-

ным текстам постов из датасета df_all_posts. В ре-
зультате каждому посту была присвоена оценка 
его эмоциональной окраски, которая добавлялась 
в датасет как новая колонка «Индекс эмоциональ-
ной оценки». Для дальнейшего анализа был рас-
считан средний индекс эмоциональной оценки 
для каждого пользователя на основе его последних 
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пяти постов, результаты расчетов были добавлены 
в датасет df_all_users. Это позволило выявить общие 
тренды в эмоциональном состоянии пользователей 
и оценить динамику изменения настроения в соци-
альной сети (рис. 1).

Визуализация эмоциональной окраски текста 
постов пользователей помогла проанализировать 
данные, по которым можно сделать вывод, что 11 885 
постов содержат нейтральную окраску текста, 7249 —  
позитивную и 655 —  негативную.

Обученная модель наивного Байеса была при-
менена к векторизованным комментариям для их 
классификации на положительные, негативные 

и нейтральные. Результаты классификации были 
визуализированы для наглядности распределения 
эмоциональных окрасок [18]. Это позволило оце-
нить общее настроение и реакции пользователей 
(рис. 2).

В результате анализа визуализации эмоциональ-
ной окраски текста комментариев можно сделать 
вывод, что 54% комментариев имеют нейтральную 
окраску текста, 42% комментариев —  положитель-
ную и 4% —  негативную.

Применение наивного байесовского класси-
фикатора к комментариям демонстрирует его 
эффективность в определении эмоциональных 

Таблица 5 / Table 5

сравнительная характеристика моделей машинного обучения / 
comparative characteristics of machine learning models

Модель / model accuracy precision recall f1-Score roc-auc

Логистическая регрессия 0,73 0,73 0,73 0,73 0,81

Случайный лес 0,72 0,72 0,74 0,73 0,80

Наивный байесовский 
классификатор

0,73 0,74 0,72 0,73 0,81

LSTM 0,69 0,69 0,71 0,70 0,77

Transformers 0,71 0,72 0,70 0,71 0,78

Источник / Source: составлено авторами / Complied by the authors.

Рис. 1 / Fig. 1. Эмоциональная окраска текста пользователей / Sentiment of user-generated text
Источник / Source: составлено авторами / Complied by the authors.
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тенденций. Полученные данные могут служить 
основой для стратегий взаимодействия и кон-
тент-планирования.

выво ды
Результаты автоматизированного анализа тональ-
ности текстов позволяют не только оценить общее 
настроение пользователей социальной сети, но 
и выявить потенциальные поведенческие и пси-
хологические особенности их взаимодействия 
в цифровом пространстве.

На основе классификации тональности, прове-
денной с использованием модели наивного байесов-
ского классификатора, были получены следующие 
распределения по эмоциональной окраске текстов.

Посты пользователей (всего 21 989):
•  нейтральные —  11 885 постов (54%);
•  положительные —  7249 постов (42%);
•  негативные —  655 постов (4%).
Комментарии пользователей (всего 17 904):
•  нейтральные —  10 787 комментариев (60%);
•  положительные —  8243 комментария (37%);
•  негативные —  774 комментария (3%).

Такая картина позволяет говорить о доми-
нировании нейтрального и позитивного кон тен-
та в обоих типах пользовательских со общений.

•  Пользователи социальной сети ВКонтакте 
в большей степени склонны к нейтральной или 
положительной тональности как в публикациях, 
так и в комментариях.

•  Доля негативных сообщений во всех типах 
контента не превышает 4%, что может свидетель-
ствовать о контролируемом 62-м уровне эмоцио-
нальной агрессии и высокой социальной норма-
тивности в выражении мыслей.

•  Посты оказываются чуть более позитивными, 
чем комментарии, где наблюдается большая доля 
нейтрального высказывания —  это может указы-
вать на более сдержанный стиль коммуникации 
при обсуждении чужих сообщений.

Таким образом, проведенный анализ не только 
выявил структуру эмоциональной окраски кон-
тента, но и открыл перспективы для дальнейших 
междисциплинарных исследований —  в области 
социологии, психологии и цифровой лингви-
стики.
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