o/ o— MCKYCCTBEHHbIA UHTENNEKT U MALUIMHHOE OBYYEHME /
/T‘_. ARTIFICIAL INTELLIGENCE AND MACHINE LEARNINGJD

g __o——o —

I OPVUTMHANBHAS CTATbA (@) svs0 |

DOI:10.26794/3033-7097-2025-1-4-6-15
YK 004.832.2:33(045)

CoBpeMeHHble MeToAbl 06paboTKU AOKYMEHTOB
ANS pacyeTta OMpKeBbIX UHAUKATOPOB
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MduHaHcoBbIM yHMBepcuTeT npu MNpasutensctee Poccuiickon Mepepaumm, Mocksa, Poccuiickas @epgepaums

AHHOTAUMUSA

B paHHOI1 cTaTbe paccMaTpMBalOTCA COBPEMEHHbIE METOAbI IKCTPANONALMM NpeaobyyeHHbIX TpPaHCHOPMEPOB, HarNpaBieHHbIe
Ha MOBbILLIEHME UX CMOCOOHOCTM 06pabaThiBaTh AJIMHHbIE, @ TAKXKE KOPOTKME TEKCTOBbIE MOC/EA0BATENbHOCTH HA PYCCKOM
a3blke B PuHAHCOBOM chepe. Ocoboe BHMMaHUE yaenseTcs 3agave KnaccupuKaLumm TEKCTOB, OTPaXKaoLWMX OXMaaHMs Bpo-
KepCKMX aHAIMTUKOB OTHOCUTENbHO ABUXEHUS PbIHKA (OXXMAAHWE pPOCTa, NafeHns nMbo HeonpeaeneHHOCTU U3MEHEHUS).
[lns pelweHuns jaHHOM 3a4a4uM UCCNenyeTcs NpUMeHeHUe obneryeHHbIx 93blkoBbix Mogenen ruBERT-tinyl n ruBERT-tiny2,
afanTUMpOBaHHbIX Ans 3GdeKTUBHOM paboTbl € 60/bLIMM 06bEMOM BXOAHbIX AAHHbIX MPU COXPAaHEHMM KayecTBa npes-
CKa3aHWii. B pabote aHanu3upyoTCs pasnnyHble NOAXOAb K PACLUIMPEHUIO KOHTEKCTHOrO OKHA MOAENEN, BKOUasi METOAb
3KCTPanonsiLmm, a Takke pacCMaTpUBAETCS BAMSIHUE CTPATErnii TOKEHU3aLLMK, BEKTOPU3ALMKU U SMOEAAUHIOB HAa UTOrOBbIE
pe3ynbTaTbl Knaccudukaumu. LononHUTENbHO 06CYXAAKTCS 0COBEHHOCTU NPUMEHEHUS TPaHCHOPMEPOB B YCIOBUSX MO-
BbILUEHHOW BONATUABHOCTM PbIHKA U M3MEHSIOLLMXCS HOBOCTHbIX MOTOKOB, YTO NO3BOMSET INy6Xe OLEHUTb YCTOMYMBOCTb
npeanaraembix peleHunii. Kpome toro, npeanaraetcs u obcyxaaercs Gopmyna pacyeta onepexaroLlero nHamMkaTopa ans
OMpPXKEBbIX PbIHKOB, AEMOHCTPUPYIOLLAS NMPAKTUYECKYH 3HAYMMOCTb MCMOb30BAHMUS TPAaHCHOPMEPHbIX MOAENEN B aHanu3e
(MHAHCOBbIX TEKCTOB M (DOPMUPOBAHMM aHANUTMYECKMX MeTpuK. lpeacTaBneHHble pe3ynbTaTbl NOAYEPKMBALOT NepCnek-
TMBHOCTb NPUMEHEHUS KOMMNAKTHbIX TPAHCPOPMEPOB B 3aa4ax NPeauKTUMBHON GUHAHCOBOM aHanuTukK. MNyn 6pokepos
06pasyeT BbIBOPKY MHEHMIA B BMAE TEKCTA C ONpPefeeHHbIM CMbICIOM, NOCNeA0BaTeNbHOCTL C/I0B NMO3BOJISET OLLEHUBATb
BO3MOXHble OXMAAHMSA HA PUHAHCOBOM PbIHKE COBEPLUEHHO HENMMHENHBIM MeTOAOM. PelweHune 3anaum 06paboTku AIMHHBIX
nocnenoBaTeNbHOCTEN TOKEHOB aKTyaslbHO, KOHKPETHOTO YHUMBEPCANbHOIO METOAA peLleHus AaHHOW npobnembl HeT. OgHuUM
M3 BapMaHTOB peLleHmns 3aiayun 06paboTku ectectBeHHOro a3blka NLP Ha npakTuke sBnseTcs pag npenobyyeHHbiX 93bIKo-
BbIX Mozeneil. [puMeHeHne NpenobyyYeHHbIX S3bIKOBbIX MOAENEel NO3BOMSET pewaTh PasfiMyHble 3a4a4n Knaccudukaumm,
uccnenys TeKCTbl PasnUHbIX KOHTEKCTOB. B paMKax UccnenoBaHus NpUMEHSEeTCs MeTos, 3KCTpanonsuum npenobyyeHHbIx
TpaHCHOPMEPOB A/l U3yHEeHUS TOYHOCTU KNacCUPUKALMKU U BpEMEHU 0OYUEHMS), B 3aBUCMMOCTH OT KOIMYECTBA TOKEHOB
B KOHTEKCTHOM OKHe Mogenu. [MonyyeHHble AaHHble MOTYT BbITb MCMNOMb30BaAHbI 4NN AaNbHENWLLIMX MCCNeA0BaHMI 1 NOCTPO-
€HUS MaTeEMATUYECKOM MOLENM pacyeTa Onepexarolmnx MHAUKATOPOB Ha PbiHKE.
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ABSTRACT
This article discusses modern methods of extrapolating pre-trained transformers aimed at improving their ability
to process long and short text sequences in Russian in the financial sector. Particular attention is paid to the task
of classifying texts that reflect broker analysts’ expectations regarding market movements (expectations of growth,
decline, or uncertainty of change). To solve this problem, the application of lightweight language models ruBERT-
tinyl and ruBERT-tiny2 is investigated, which are adapted to work effectively with large amounts of input data while
maintaining prediction quality. The paper analyzes various approaches to expanding the contextual window of models,
including extrapolation methods, and considers the impact of tokenization, vectorization, and embedding strategies on
the final classification results. Additionally, the paper discusses the peculiarities of using transformers in conditions of
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increased market volatility and changing news flows, which allows for a more in-depth assessment of the stability of
the proposed solutions. Furthermore, a formula for calculating a leading indicator for stock markets is proposed and
discussed, demonstrating the practical significance of using transformer models in the analysis of financial texts and
the formation of analytical metrics. The presented results highlight the promising application of compact transformers

in predictive financial analytics tasks.

Keywords: tokenization; tokens; language models; extrapolation; sequence; vectorization; embeddings

For citation: Boltachev E.F., Tyulyakov A.l. Modern methods of document processing for calculating stock market
indicators. Digital Solutions and Artificial Intelligence Technologies. 2025;1(4):6-15. DOI: 10.26794/3033-7097-

2025-1-4-6-15
BBEOEHUE

B mocyiemHMe TOObI TEXHONOT MY 06paboOTKM ecTecT-
BeHHoOro si3bika (Natural Language Processing, NLP)
Bce GoJiee TIPOYHO MHTETPUPYIOTCS B IIPOLIECCHI aHA-
J3a 1 00paboTKM JAHHBIX B PEXKMME peaJibHOTO Bpe-
MeHN. [JaHHast TEXHOJIOTUS TIPUMEHSIETCSI B pasiny-
HBIX cdepax, roe TpebyeTcst aHaMu3 U Kiaccuduka-
LIMST TEKCTA, a TAKKEe Perpeccyst Ha OCHOBE TEKCTOBBIX
IaHHbIX. CIIEKTp MpUMeHeHMs JOCTaTOUHO IIMPOKMIA,
HauMHas OT 06pa3oBaTeNbHO cepbl U 3aKaHUMBAS
¢unancosoit [1-4].

Oco6eHHO ITPeIMeTOM MHTepeca BbICTyIaeT GuHaH-
coBas cdepa npumeHeHust ML B 1ieiom u NLP-meTo-
JOJIOTMM B OTHeabHOCTM. OJHAaKO B JAHHOI CTaThe He
CTOUT BOITPOC PeIleHNsT 3aiauyl perpeccuy Ha mpuMepe
pacueTa BO3MOKHO CTOMMOCTHM akIyiu. BMecTo 3Toro
€CTh BO3MOKHOCTD VMCITO/Ib30BaTh MHAMKATOPBI, KOTO-
pbie 6YIYT BBITIOMHATD 38[1aUy OMMCAHMS BO3MOKHBIX
OXKMIIaHWMIA, CBSI3aHHBIX C MU3MEHEHUSIMY CTOMMOCTY
aKIIUIA.

OCHOBHOIJI TUITOTE3071 BBICTYIIAET JOBepue 6po-
KepCKOMY COObIIIeCTBY, KOTOPOE B PeXKMMe PeasbHOTO
BpeMEeHM TUIIET, aHATMU3UPYET U BBIK/IAbIBAET CBOU
OIIEHKM B OTKPBITOM HOCTYIIe. JJaHHbIN Ty 6pOKepOB
o6pa3syeT BbIOOPKY MHEHMIA. [Ipy 3TOM KaskIbIif TEKCT
HeceT B cebe oIpeeIeHHbI CMbICI, TIOC/IeIOBATE b-
HOCTbD CJIOB ITO3BOJISIET OLIEHMBATh BO3MOKHbIE OKM-
JaHMs Ha PhIHKE COBEPIIEHHO HeIMHEHBIM METOIOM.

Pemrenue 3agauy 06pabOTKM IJIMHHBIX ITOC/IEN0BA-
TeJIbHOCTE} TOKEHOB aKTyaJIbHO, KOHKPETHOT'O YHM -
BEPCaJbHOTO METOIA pelleHusI JAaHHOI TPo6IeMbl
HeT. OMHUM 13 BapMaHTOB peleHus 3amauy NLP Ha
MIPaKTUKe SIBJISIETCS DS, TPemo0yYeHHbIX SI3bIKOBBIX
mopeteii. IIpemo6yueHHble TpaHCchoOpMepbl MUMEIOT
BO3MOXKHOCTD JOJITOBPEMEHHOTO aHaaM3a psga To-
KeHOB, MOJAINIMXCS Ha BXoH, Momenn. [IpuMmeHeHme
MpeoOyUeHHBIX SI3bIKOBBIX MOJIeJIeli I03BOJISIET pe-
IIaTh pa3jaMYHbIe 3a7aun KaaccupuKaIum, UCCaemyst
TEKCThI Pa3IMUHBIX KOHTEKCTOB. SI3bIKOBbIE MOIE/N
TT03BOJISIOT PelIaTh PSIT CIOKHBIX 3aaU ITPU MUCITO/b-
30BaHUM OIMPeIeIeHHOTO KOJIMYEeCTBa PecypcoB, 3a-
BUCSIINX OT 3a7auM.

OmHaKO BO3HUKAIOT OTPAHNYEHMS, TIPEIIITCTBYIO-
Mie peannsanny psaa 3agad, B KOTOPbIX YMCIIO TO-
KEHOB MMeeT 6OJIbIIYI0 Pa3MEePHOCTh, UeM MTO3BOJISIET
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06pabaThIiBaTh MOJENTh. TakKe ObIBaET 0OpaTHAS CUTYa-
11151, KOTZIa MOIIHAsI MOJie/ib ITpMHMMaeT mopsiaka 2048
BXOIHbBIX MOCTEIOBATEIbHOCTE TOKEHOB, & B CAMUX
TeKCTax YMC/I0 TOKEHOB MeHbIle. Kimaccudukams naH-
HBIX OLIEHOK ITO3BOJIUT C/IeJIaTh arperaiuio 3HaueHui
110 BpeMeHHbBIM psifaM. [lomyyeHHbIe JaHHbIE MOTYT
OBITD MCITOTb30BAHBI IS AATbHEIINX VCCIIeI0BAHMI
U TIOCTPOEHMSI MaTeMaT14eCcKoii MOJie/iv pacyeTa orie-
pekamInx MHANKATOPOB Ha PhIHKE.

Llenbio HacTOsAMIEl PAaGOTHI SIB/ISETCS aHATNU3
COBpeMeHHbBIX MeTOIONIOTUI TOKeHU3alMM U KIacCu-
buKRaMM pycCKOSI3bIYHBIX TEKCTOB (GPMHAHCOBBIX HO-
BOCTe1, TOATOTOBIEHHBIX OMPKEBBIMIU aHATUTUKAMMA,
¢ ucrionb3oBanmem mogenei ruBERT-tiny-1 n ruBERT-
tiny-2. B pamkax uccienoBaHUs MPUMEHSIETCSI MeTOT,
9KCTPaMNoISLMU TIpenobyueHHbIX TpaHCchOpMepPoB
IIJIS U3YYEeHMs TOUHOCTHU Kilaccu(uKalum U BpeMeHU
00yueHMsI B 3aBUCUMOCTY OT KOJIMYECTBA TOKEHOB
B KOHTEKCTHOM OKHe MO/IeJIN.

METOAOJIOrMd TOKEHU3ALUU

TEKCTOBbIX OOKYMEHTOB
[Tpu pemiennu 3agaum NLP o61iym anroputmom Jaeii-
CTBUIA SIBJISIETCS TTIepBOHAYa/IbHASI 06paboTKa JaHHbIX,
a MMEHHO 3aK/II0UeHle TeKCTOBBIX JaHHBIX B TOKEHbI
C TToC/IeAyionei BeKTopu3ammei ajs mogauu B Mo-
neib. ITaHHbBIN 3Tall He UMeeT YHUBEPCAJIbHOIO pe-
HIEeHNS, ¥ 3a4aCTYI0 MPOBOSITCS SMIIMPUUECKIE K-
CIIepUMEHTBI, KOTOpPbIe 13yUaroT 3QPEKTUBHOCTD TEX
VI UHBIX MeTom0B. CaM IpoIlecc CMIbHO BIMSET Ha
MIPOV3BOAUTEIBHOCTh 00YUEHMS, KAaK Ha TOUHOCTD
METPUK, TaK ¥ Ha KOJIMUECTBO TPeOyeMbIX pecypcoB
ILIsT OGyUeHus.

TokeHM3aIus TeKCTa — MepBOHAYaIbHAs 3a/1a4a
nipu peanusanyu NLP. OHa siBiiseTcs pyHmaMeHTab-
HBIM 3TaIloM paboThl. B 061IeM ciryuyae TOKeHMU3aIyst
TIpefCTaBIIsieT Co60¥i poLenypy pa3oueHs TEKCTOBBIX
IAHHBIX Ha MOAMHOKECTBA, /I TOKeHbI. OT creiu-
(VKM 3a1aUV METOABI TOKEHU3ALMM BapbUPYIOTCS [2].
B KauecTBe TUIIMYHOTO MpYMepa TOKeHU3aIUM MOXK-
HO IIPUBECTY pa30yeHye TeKCTa Ha (JIOBA, O/IC/IOBA,
CUMBOJIBL. [IaHHBIV MeTOZ, SIBJSIETCS TPOCTENIINM 10
peanu3anyu ¥ BO MHOTUX CIyYasix C TOMOIIbIO HETO
MOKHO JOOUTHCS BBICOKO ITPEAVKTUBHO CTIOCOGHOCTI
mozgenu. OmHaKO U36bITOUHOE KOTUUeCTBO ChOpMIUpPO-
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é BaHHBIX TOKEHOB ITPMBOANT K TTOBBIIIEHHBIM BbIUMCIIN-
TeJIbHbIM 3aTpaTaM M BO MHOTMX CTy4asiXx OKa3bIBaeTCsI
HepaLMOHAIbHBIM C TOUKM 3peHus 3G PeKTUBHOCTI
06paboTKy JaHHbIX. K 6a30BbIM METOIaM TOK€HMU3AIUA
Takke OTHOCUTCS pa30yMeHye TEKCTOBBIX TaHHbIX Ha
n-rpamMmmbl. Takoii Moaxon HepeIKO pacCMaTpUBaeTCs
Kak 3(pheKTMBHOE CPeICTBO COXPAaHEHUST CEMaHTHUYe-
CKOT'O COfiep>KaHMs MOC/Iel0BaTeIbHOCTH CIO0B.

[Mocsie mpoBemeHMs psifia IIPOLECCOB IO 06paboTKe
TEKCTOB BbIOPAHHBIMM METOJAMM TOKEHM3AIUI BO3-
HMKaeT MpobaemMa MCIT0Ib30BaHVS TTOTYUMBIINXCS
TOKEHOB B SI3bIKOBBIX MOIeJISIX. JlaHHYIO TTpo6ieMy
pelaT MeTO/Ibl BeKTOpU3aLMy TOKeHOB. [IJ1s pelie-
HMS 337124 06pabOTKM ecTecTBEHHOTO si3bika (NLP)
MIPUMEHSIIOTCSI COBpeMeHHbIe MeTOIbl TOKeHM3alMH,
cpeny KOTOPBIX HamboIee pacpoCcTpaHeHHbIMMY SIBJISI-
totcst BPE (Byte-Pair Encoding), WordPiece 1 Unigram
Tokenization.

Anroputm BPE npencrasisieT co60ii mocieno-
BaTeabHOE OOyUeHMe Ha CMMBOJIaX KOPITyCa TeKCTa
[5]. 3HAua/IbHO TOKEHOM SIBJISIETCSI CMMBOJI, 3aT€M
MIPOU3BOIUTCS IMOJCUET YACTOT OMIpaMM, Haubosiee
YacTo BCTpeuaeMast GurpaMma CTaHOBUTCSI HOBBIM
TOKeHOM. TakuM 006pa3om, B MPoIecce UTePaTUBHOTO
00yueHNsT MO/ CJIOBApHbIN 3aIac paciiupsieTcs,
TOTAA KaK KOJIMYECTBO TOKEHOB, HEOOXOIVMBIX JJIsT
MpeACcTaBJIeHMs TeKCTa, yMeHbIIaeTcsl. [JTaBHbI IH0C
TAKOTO MOJIX0/Ia COCTOUT B BO3MOKHOCTM paboTaTh
C HeM3BeCTHBIMM CJIOBaMM. [laHHBII aITOPUTM TI03BO-
JisieT 06pabaThIBATh HEM3BECTHBIE CJIOBA pa3bueHreM
Ha TOKeHbI (CMMBOJIbI) U TIOBTOPEHMEM MPOLeIyPhI.
Anroputm BPE obecrnieunBaeT aganTUBHOCTb U 3] -
(exTuBHOCTDH paboThl. OH MPEmOCTABISIET BO3MOX-
HOCTb 06pabaThiBaTh peAKiue CJIOBa, MOAdePKIBast
TIO/ICJIOBHBIE eIMHUIIBI (CYyDPUKCHI, TpeUKChI 1 T.1.).

Anroputm WordPiece siBisieTcs1 OCHOBOJ MeToza
BPE, umeroiuii aHaJIOTMUHbIN MeXaHMU3M OeCTBUN
[6]. Unigram oTnMyaeTcs OT IpMBeeHHbBIX BbIIIE ajro-
PUTMOB TOKeHU3aUNU [7] — OH CUMTAeT KaXKIbl/i TOKEH
He3aBMCUMMBbIM OT TOKEHOB JI0 Hero. DTO camMast ITpocTast
SI3bIKOBAsI MOJie/Tb, B TOM CMbICJIe, YTO BEPOSITHOCTD
TOKeHa X, YYUTHIBAS MPEIbIAYIINI KOHTEKCT, SIBISIeTCS
IIPOCTO BEPOSITHOCTBLIO TOKeHa X. Ha kakpgom arare
o6yueHus ajropuTm Unigram BeIYUCISIET TIOTEPU
10 KOPIYCY C Y4€TOM TeKyIei JeKCUKU. 3aTeM IJIs
KakZoro CMMBOJIA B CJIOBape ajaropuTM BbIUMCISET,
HAaCKOJIbKO YBEJIMUUTCS 06IIIast TOTepsi, €/ CMMBOJT
OymeT yoajaeH, ¥ UIIeT CUMBOJIbI, KOTOPbIE YBeIUYaT
ee MeHbIIle BCcero.

B koHKpeTHBIX 3agavyax Unigram B cpaBHEHUM
¢ BPE MoXeT 0Ka3aThbCs JIy4llle, OOHAaKO ero HanboJIb-
MMM MUHYCaMMU SIBJISIETCST Ipo6ieMa ¢ MyHKTyamyen
M TIOTePsI CeMaHTUYeCKOTO KOHTeKCTa. B 1eom maH-
HbIN aJITOPUTM BCTPEUaeTCsl peKo.

A -

CylecTBYIOT OCHOBHbIE TTOJXObl K TOKEHM3a-
UMM, IpeAyCcMaTpUBaloliyie UCI0Ib30BaHMe IIJIOTHBIX
BEKTOPHBIX MMPeACTaBJIeHNI, KOTOPbIE MTO3BOJISIIOT
COXpPaHSITh CEMaHTUUECKYI0 MHMOPMAIINIO O CJIOBAX
[8]. icmonb3oBaHye 3MOeAVHTOB pellaeT psifi 3a1a4,
rpeobpasyst KaTeropuaabHble MPU3HAKU — TEKCT B UM-
CJI0BOJ (hopMaT 11 MICTIOb30BaHMUS MIPU 00YIEHUM
Mogen. OCHOBHBIM ITPEUMYIIeCTBOM 3MOeIIMHTOB
SIBJIIETCST BO3MOKHOCTD OOYUeHMST MO e/ ITOHMMa-
HMIO CMBICJIOBOTO COAEPKaHMS TeKCTa 3a CUeT 3aXBaTa
CeMaHTUYeCKUX OTHOIIeHUI MeXAy ToKeHaMu. [1pu
3TOM ITPOU3BOAUTENbHOCTb MOZEIN YBEeIUUMBAETCS 32
cyeT CHYKeHMs pasMepHoCcTH. OIHAKO 4acTO BO3HUKAET
Mpo6iemMa HeCOOTBETCTBIS KOJMUECTBA TOKEHOB, KOTO-
pble Heo6XOAMMO 06pPaboTaTh, C MAKCUMAaJIbHBIM UM-
CJIOM TOKEHOB, KOTOPBIE MTOJIAI0TCSI B SI3bIKOBYIO MOJIEIb.
ITO CBSI3aHO CO (JIOXKHOCTBIO BBIUMC/IEHUI, TOCKOIBKY
CTaHJapTHbIe apXUTEKTYPbI TpPaHCHOPMEPOB UMEIOT
[JIaBHYIO YSI3BMMOCTb — KBaJPaTUYHYIO CJIO)KHOCTD
BbrumMciaeHu. OTciomna uaest IpMMeHeHNs Tpenooy-
YeHHBIX TPAaHC(HOPMEPOB B 3aaUaxX C OTPaHNMUEHHBIMMA
pecypcamy CTaHOBUTCSI HETTPAKTUYIHOI.

CylecTBYeT psiJi MU3BECTHBIX METOMIOB IO 60pbbe
¢ maHHOI mpo6eMoii. [IpuMepamMu 60j1ee YHUBEPCATb-
HBIX METOJIOB SIBJISTIOTCSI YaHKMHT (chunking), nepap-
XMUeCKUI TTOIXO0[ C PAa3HBIMM YPOBHSIMM abCTPaKIUNA.
YaukuHr (chunking) B NLP — aT0 3amaua pasgeneHust
MOC/Ie0BATEeIbHOCTH CJIOB (OOBIYHO ITPe/II0OKEeHMST) Ha
dparmenTs! (chunks), KOTopbIe IPeICTaBISIOT COOOIA
CUHTAKCUYeCK!U CBSI3aHHBIE TPYIIIbI CJIOB, HATPUMeEp
MMeHHbIe rpymnibl (noun phrases, NP), rnarosnbHbie
rpymisl (verb phrases, VP) u nipeiyioskHbIe IPYIIITbI
(prepositional phrases, PP). 9To mpoMesKyTOUYHBIA
9TaIl MEeXIy TOKeHM3alueli (pa3bueHneM TeKCTa Ha
OTAe/ibHbIE CJI0BA) U CUMHTAKCMYECKUM aHaIU30M
(TIOSTHBIM TTOCTPOEHMEM JepeBa pa3bopa). YaHKMHT
00BIYHO UCTIONB3YeTCS IJ1s U3BJIeUeHUsT MHpopMaLun,
aHa/M3a HaCTpoeHul u Ipyrux 3agad NLP.

IIpaBmibHbIi YyaHKKUHT (rule-based chunking).
OTOT MOAXO[, UCHIONb3yeT 3apaHee OnpeaeieHHbIe
MpaBu/ia, OCHOBAaHHbIE Ha TPAaMMaTUYECKUX 3HAHUSIX
M JIEKCUYEeCKUX TTPU3HAKAX CI0B (YacTh peunt, cyhdOUKCh
u T.1.). [IpaBua MOTYT ObITh MIPEACTABIEHBI B BUIE
Habopa nmpoaykimii (productions) B popmanusme KOH-
TEeKCTHO-CBOOOIHBIX rpamMaTuk (CFG).

[Mpumep CFG mipaBu /151 YaHKMHTA:

NP — Det N (umeHHas rpymnia COCTOUT U3 ONPeaenu-
TeJIsl Y CyLeCTBUTENIBHOIO);

NP — Adj N (umeHHas rpymnma COCTOUT U3 Ipuara-
TEJIbHOTO U CYIIECTBUTEbHOIO);

NP — N (MmeHHas rpyIirna COCTOUT U3 OJHOTO Cylle-
CTBUTEJILHOTO);

VP — V NP (rnaronpHasi rpymnna COCTOUT U3 I7arosia
Y UMEHHOV TPYIIIIbI);
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PP — P NP (nipepJioskHas rpyIimna COCTOUT U3 TIpef -
JIora ¥ MUMEHHOV TPYIIIIbI),

roe NP — umeHHas rpynna; VP — riarosabHas rpyIi-
na; PP — npepnoxxknas rpymnna; Det — onpenenurens
(mampumep, «the», «a»); Adj — mpunaratenbHoe; N —
cylecTBUTeNbHOe; V — miaroi; P — nipeznJior.

HepapxuuecKuii mogxofd, K 00paboTKe TOKEHOB
B NLP nipepmosiaraet rnocTpoeHue npeacraBieHnin Ha
Pa3HBIX YPOBHSX aOCTPaKIM, HAUMHAS OT OTHEIbHbIX
TOKEHOB M 3aKaHUYMBasI CJIOKHBIMM CeMaHTUUECKUMU
enyuuiiamu. Kaskipiii ypoBeHb UCIIONb3yeT MHGOP-
MaluIo C IPeIbIAYIINX YPOBHEI ISl CO3AaHus Goee
O0raToro ¥ KOHTEKCTYaJbHO-3aBMCUMOTO IIPeCTaB-
JieHus. PacCMOTpUM HECKOJIbKO YPOBHEIA.

1. YpoBenb TokeHoB (Word Embeddings).

Ha nanHOM ypOBHE KaXKabIli TOKEH (CJI0BO) Mpef -
CTaBJISIETCSI BEKTOPOM, KaK MpaBuio, chopMrUpoBaH-
HBIM C MCITOJIb30BaHMeM Mogeineit word2vec, GloVe
mnu FastText.

2. YpoBeHb n-rpamm (N-gram embeddings).

DTOT YpOBEHb 00bEMHSIET ITOC/IEIOBATEIBHOCTY
13 n TOKeHOB. [IpocTeimmii moaxon — ycpegqHeHne
BEKTOPOB TOKEHOB. bosiee c/i0oXKHBIE TTOAXO0bI MOTYT
UCIO0JIb30BaTh peKyppeHTHbIe HelipoHHbIe ceTy (RNN)
WM CBepTOYHbIe HelipoHHbIe ceTu (CNN) n14 rnomyde-
HMS 60/iee KOHTEKCTHO-3aBUCUMBIX TTPEeICTaBIEHMIA
n-rpamm.

3. YpoBeHb npemiokennii (Sentence Embeddings).

[MpennoskeHMe MpeacTaBasIeTCs Kak Mocie0Ba-
TeJbHOCTh TOKEHOB WM N-TpaMM. [IJis mosyuyeHusI
BEKTOPHOTO TIpeJiCTaB/IeHs MpeaI0XKeHsI MOXKHO
MCII0/Ib30BaTh yCpeJHEHME BEKTOPOB TOKEHOB WIM N-
rpamMmMm. PekyppeHTHbIe HelipoHHbIe ceTu (RNN, LSTM,
GRU) hopMupyIoT npeacTaBaeHue MpeioKkeHs ITy-
TeM IT0C/IeJOBaTeIbHOI 06pPabOTKY TOKEHOB, TPV 3TOM
KOHEeUHOe CKPBITOe COCTOSTHYE UCITO/Ib3YeTC S B KauecT-
Be ero BeKTOPHOTr0 OTOOpaykeHMsI. B apxuTekTypax Ha
OCHOBe TpaHC(hHOPMepOB B3aUMOCBSI3U MeKAY BCEMU
TOKEHaMM YUUTHIBAIOTCS OCPECTBOM MexXaHM3Ma
CaMOBHMMAaHMSI, @ UTOTOBOE MpeJicTaBIeHue mpe/-
JIO’KeHUSI 4aCTO 3a4aeTCsI BEKTOPOM CIelMaTbHOTO
TokeHa [CLS].

4. CemaHTHUeCKMIT ypoBeHb (Semantic Role
Labeling, Relation Extraction).

Mudopmarnysi JaHHOTO YPOBHS OPMEHTHPOBAHA Ha
M3BJIeueHMe CeMaHTUYeCKUX OTHOIIIeHU I MeXKAY CJI0-
BaMM U NIPeJIJIOKeHUSIMA. B 4aCTHOCTH, OHA BKIIOYAEeT
MUIeHTUGhUKALINIO POJIeli yYaCTHUKOB CUTyalluu — Ta-
KX KaK CyObeKT, 00beKT U mpeankat (Semantic Role
Labeling), a Takke BbISIBJIEHVE OTHOLIEHUI MEXKTY
cymHocTsMu B Tekcre (Relation Extraction). 9o ua-
CTO BKJIIOUAET MCITOb30BaHMe rpadoB 3HAHUI MU
obyueHMe Mojmeneit kiaccuduramumu. MaTeMmat-
YyecKoe OIycaHKue Ha JaHHOM 3Talle oIpeesnseTcs
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MUCII0/Ib3YeMbIM MEeTO/I0OM, OJHAKO B TUTTMYHOM cny—z’

Yyae BKJIFOYAeT MepPhI ITOA00MSI MJIM BEPOSITHOCTHbBIE
MoAenn. dTOT MepapxmuduecKuii MoaAXod MO3BOJsieT
9(bPeKTUBHO UCIOTb30BaTh MHGOPMALIMIO Ha Pa3HBIX
YPOBHSIX aOCTPaKIMY ISl pellieHMsT PasIUIHbIX 3a7au
NLP, Takux Kak KjaccugpuKauys TeKCTa, MallMHHbII
epeBo/I, M3BJaeueHre MHGOpMaIUM U TIOHMMaHNue
€CTEeCTBEHHOTO SI3bIKa. BhIOOP KOHKPETHBIX METOIOB
Ha Kak0M YpPOBHE 3aBUCHUT OT 3aJauM U OOCTYITHBIX
pecypcos.

C gpyroii CTOPOHBI, pellleHeM TaHHO 3agaun
SIBJISIETCSI METOM0JIOTHSI SKCTPATIONSIIIUY TTIpemoby-
YeHHbIX TpaHchopMepoB st 06pabOTKM JAMHHBIX
I0CJ/Ief0BATeIbHOCTEN TEeKCTOB [7]. JJaHHBI 1OAXO0Z,
IMO3BOJIUT Haubojiee KOPPeISIMOHHBIM 06pa3soM Co-
KPaTUTh KOJIMYECTBO TOKEHOB, He TIOTePSIB OCHOBHbIE
ceMaHTHUYeCKMe CBSI3U. Peanu3aiiusi MeTOIOMOTUN
3KCTPANOJISIIIMU OCYIIeCTBIeHa C UCIOIb30BaHMEM
meTona lsg converter [7].

OMUCAHUE OATACETA
HataceT o6yueHust BKiIouaeT B ce6st 30 780 3ammceit
O6UPIKEeBbIX aHATUTUKOB 00 OXXUIAHUU M3MEHEeHUS
uHAekca Mocbupsku, brent, 3o;mota. OgqHaKO B Ka-
SKIOM CTaThe aHAIUTHUKA BCTPEUAETCS] MHOXECTBO
CMEKHBIX 0061aCcTeil OMPsKM, TOTIOTHSIOIMUX CeMaH-
TUYECKOe T10JIe MOJIENN.

TapreTom sIBJIIeTCSI ONMH U3 TPeX KIaccoB. B pac-
CcMaTpuUBaeMoii 3a7aue KOTMIECTBO KJIaCCOB COCTaB-
JiseT Tpu. [IBa U3 HUX OTPAKaIOT MIPOTHO3UPYeMOe
HalpaB/IeHMe M3MeHeHMS TI0Ka3aTessl: POCT U CHIDKE-
HIM€, YTO MO3BOJISIET MOJIEIN Pas3jindyaTh MO3UTUBHbBIE
Y HeraTMBHbIE OXKMAAHVS YIaCTHUKOB pbhIHKA. TpeTuit
ky1acc o603HavaeT HeoIpeleIeHHOCTD, YYUThIBAST
CIydan, KOT/Ia TPOTHO3 He MO3BOJISIeT OGHO3HAYHO
OTHECTU COOBITHE K POCTY WU CHUKEHUIO. BKITIO-
YyeHMe JaHHOTO kjiacca obecmeunBaeT 60iee TOUHOE
MOJIeIMPOBaHME PeasbHbIX PHIHOUHBIX YCIIOBMIA U TTO-
3BOJISIET aHAMN3MPOBATh CUTYaLIMIO C YIETOM CTEIIeH!
IIPOTHO3HOV HEOTpeleIeHHOCTH. JJaHHbIe KJIacChl
CUTHATU3UPYIOT MOZEIU aHaIN3 TEKCTa JJIsT OTIpe-
IesleHus OYAyIuX U3MEHEHU, a He TeKyIUX. DTO
MO3BOJISIET arPETMPOBATH MPeCKAa3aHHbIE TAPTEThI BO
BPEMEHHBIX PSI/IaX C PACUE€TOM OIpe/ie/IeHHbIX JIarOB
B IIPOTHO3MPOBaHMM BO BpEMEeHM Ha 3Tare MpuMeHe-
HUSI MaTeMaTHUeCKOi MOZIeM pacyeTa orepeskalomimx
MHIMKATOPOB Ha GUpKe.

3amucu maraceta, cObpaHHbIe TAPCEPOM U3 OTKPBI-
ThIX MCTOYHMKOB, TAKMX KaK investing.com, a Takxke
finam.ru, mpencraBieHs B mabs. 1. PazmeTka KiaccoB
JlaTaceTa IIPOBOAIIACH BPYUHYIO.

B naracere nmeeTcst qu36amaHCPOBKA KIACCOB
(cM. maban. 1), Kacc MOHVKEHMST 3aK/IIoUaeT B cebe
Ha 15-20% MeHblile KoMMUeCTBa 3amuceit OT APYTUX
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Tabnuya 1 / Table 1

BanaHcuposka knaccos / Class Balancing

0 (noBblweHwue) 10787
1 (HeonpeaeneHHOCTb) 11263
2 (NOHWXeEHWe) 8730

McmouHuk / Source: coctaBneHo asTopamu / Complied by the authors.

KJ1accoB. Takske Ipo61eMoit IBjsieTcst 60IbIIoe KO-
JINUEeCTBO TOKEHOB, MOCKOJIbKY 3aIlMCH C ITapcepoB
He SIBJISIIOTCS JeTepMUHMPOBAHHBIMMU U BKIIOUAIOT
B ce0sT BeCh TEKCT aHAIUTHKA Ha OTIPeIeIeHHYIO TEMY,
a TaKyke Ha CMesKHbIe cepbl OUPIKIL.

Heob6xoaumo cpopMmupoBaTh KOPIYC TEKCTOB aHa-
JUTUYECKUX CTaTei, ONMy6IMKOBAHHBIX B OTKPBIThIX
MCTOYHMKAX, TaKMxX Kak Finam u Investing. JIj1s1 Kasknoit
CTaTby IIpeAIIoaaraeTcs rmocjaenyliee MprUcBoeHue
KJ1aCCOBOJ METKM, OTpakalolieli oxXugaemMmoe HalpaB-
JIeHMe IMHAMMKM PbIHKA: POCT, TOHVKeHMe U OT-
CYTCTBYE CYIlleCTBeHHbIX U3MEHEeHU.

B utorosom martacere, Ha KOTOpOM OyIeT ITPOBO-
IUTHCSI 00yUYeHMe ¥ aHaIMU3 NPeIUKTUBHOI CII0C006-
HOCTY MOJEIN, KasKIbIii TEKCTOBbIN JOKYMEHT MMeeT
B cpeHeM 265 ¢J1oB, MeauaHHO 240 ¢JI0B, KOJIMUECTBO
TOKEHOB B CpeIHEeM COCTaBJisieT 345.

YCNoBUA NPOBEAEHUA DKCMNEPUMEHTA
TeKCT J0/IsKeH ObITh OUMIEH OT JIMIIHUX CMMBOJIOB,
HTML-Teros u npouux apredaktoB. MOKHO uc-
MOJb30BATh CTAHAAPTHBIE METOIbI IPea06paboTKU
TeKCTa: TOKeHM3alus, ieMMaTu3alus, yanajieHmue
cton-caoB. OgHako aas1t BERT-ru nemmaTtu3sanus
HeoO6sI3aTeIbHa, ITIOCKOJIBKY MOJIE/b yKe YUUThIBAeT
Mopdonornyeckrue 0CO6€HHOCTH CJIOB.

IlaHHbBIEe HY>)KHO pa3feauTh Ha TPU YaCTU: TPEHU-
pOBOUHBI Habop (Hanpumep, 70-80%); Baaumaryi-
OHHBIIT Ha6op (10-15%) u TecToBsiit Habop (10-15%).
BanumanMoHHbI HA60pP MCIIONb3YeTCs ST HACTPOIKI
rureprapaMeTpoOB MOIENN U IIpeJoTBpalleHus Te-
peobyueHMs.

Ncnmonb3yem BERT-ru mogmenn, Hanipumep
‘TuBERT-tiny2’, ‘bert-base-russian-case-sensitive’
unu ‘sberbank-ai/ruBert-base’. Bb160p 3aBUCKUT OT
JOCTYITHBIX PECYpPCOB (TaMSITY U BBIUMCIUTETbHOI
MOIIHOCTH) ¥ OKMIaeMoro KauectBa. O0yueHue 1 aHa-
JIM3 MTOIyYeHHbIX METPUK OYIEeT OCYIIeCTBIEH ITyTeM
MCIIONb30BaHus Mmogeneii TUuBERT-tiny2’, a Takke
‘ruBERT-tiny1’. Heo6xommmo 1momo6paTh ONTUMAa/IbHbIE
3HAUEHUs rUIepriapaMeTpoB, TaKKe Kak pasmep 6aTua,
CKOPOCTh OOYUEHMST, KOIMUECTBO 310X 06yUeHMs. DTO

A -

JefaeTcs ¢ MOMOIIbI0 9KCIIePUMEHTAaTbHOIO TIOVCKa
Ha BaJMUIAIIMOHHOM Habope.

B manHOM cirydae 9T0 GymeT Momenb Kiaccudura-
uyu Tekcra Ha ocHoBe BERT. BoIxogHOI /103 COCTOUT
13 TpexX HeMPOHOB (TI0 YMCITY KJIaCCOB: POCT; TIOHVIKE-
Hli€e; HeM3MeHHOCTb), ¢ PyHKIIMe akTuBauum softmax
7SI TIONTyYeHMST BePOSITHOCTENT IIPUHAIJIEXXHOCTH K Ka-
sKIoMy Kiaccy. ITporiecc 06yueHmsT 3aK/II09aeTCsI B 110-
Jaue TPEHMPOBOYHOI'O Habopa JaHHBIX B Mozesb BERT
U KOPPEKTUPOBKE BECOB MOJE/IN C 1IeJIbl0 MMHUMM3a-
1y QYHKLIMY TOTeph (Halpumep, KpocC-IHTPOIINN).
B niporiecce 06yueHyst HEOGXOAMMO OTCIEXKUBATD ITOKA-
3aTeNN Ha BaIUIalIOHHOM Habope, uTo6bI 136eXKaTh
rnepeobyueHusi. MeTpuKu: accuracy, precision, recall,
F1-score. B kauecTBe OCHOBHOJ METPUKM KadyeCcTBa
mopenu Boictymnaet F1-score.

NMPOBEOEHUE DKCNEPUMEHTOB
CUCNosib30BAHUEM METOA
3KCTPANONALMU NPEAOBYYEHHOM
MOLOEJIN RUBERT-TINY2, RUBERT-TINY1
B xope uccnemoBaHus MeToa SKCTPATOSIIUA TTpe-
IOoOYyYeHHBIX TpachopMepoB ObII ITPOBEIEeH P K-
criepMeHTOB Ha Mopenu ruBERT-tiny2 ¢ pasnuuHbIM
KOJIMUYeCTBOM BXOJHOI MOC/IeJOBaTeIbHOCTU TOKe-
HOB MO/leJii. IKCIIepUMEHTHI MPOBOAMIINUCH C UC-
T0JIb30BaHMeM OOTaUHBIX BBIUVMCIEHNI B Cpelie pas-
pabotku Google Colab, ¢ ucmonbzoBaunem rpacdu-
yeckoro npoiieccopa T4. Cama moaenb ruBERT-tiny2
[10] MeeT BXOIHYIO ITOCIeN0BATENbHOCTD 2048 TO-
KeHOB, a TaKXXe MOIIIHbI/ CeMaHTUYeCKUi CI0Bapb

B 83828 TOKeHOB.

BbI60p JaHHOI MOZIeIM 00YCIOB/IEH PeJIeBAHTHBIM
COOTHOIIIEHMEeM KaueCTBa U 3aTpauyliBaeMbIX PeCypCoOB
11t o6yueHust. Ha mpumepe omnvcbiBaemoit 3agaunt NLP
B CTaThe PACCMOTPEHBI CJTyyau C UCIOoab30BaHueM 128,
512, 1024 BXOmHBIX TOKEHOB BMecTO 2048.

[Ipu UCII0/1b30BaHUM OPUTUHATIBHOTO KOJIMYECT-
Ba BXOJIHBIX TOKEHOB ObIIM AOCTUTHYTHI CJIeAYIOMIME
MeTpuku (maobin. 2).

Mogesnb ¢ 2048 BXOTHBIMIM TOKEHaMU (CM. maobi. 2)
nmocturiaa metpuku 0,675, B paMKax TaHHOTO JaTa-
ceTa 3TO YOOBJIETBOPUTENbHBIN Pe3yabTaT, OJHAKO
camMo obGydeHMe MOJIeNIM ITPOBOAMIOCH 55 MuH 42 c.
B KOHTeKCTe pellleHNsI pacCMaTpUBaeMoii 3agaum IIpu
OTpaHMYEHHOM 00beMe pecypcoB JaHHasI MOZIENb Jie-
MOHCTPUPYET HU3KYI0 3(PPeKTUBHOCTD. B CBSI3M C 9TUM
CJIeAYIOIIMM 3TaroM SKCIIepuMeHTa CTaJIo COKpalleHne
YlCjIa BXOOHBIX TOKEHOB C MCIT0/Ib30BaHMeM 61bm-
oreku LSG Converter 1o 1024 TokeHOB. B pe3yibra-
Te MoydeHHas MeTpuKa coctaBuna 0,669, 4To HiKe
TOUHOCTU Mopenu ¢ 2048 BXxogHbIMM TOKeHaMu. Tem
He MeHee BpeMs 00yUYeHMsT MOI e YMEHbBIINUIOCh
¢ 55 MmuH 42 ¢ mo 28 muH 58 c.
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Tabnuua 2 / Table 2 b

Pe3ynbraTtbl 3kcnepuMeHTOB Ha Moaenu ruBERT-tiny2 ¢ pa3nnMyHbIM KONIMYECTBOM BXOAHOM
nocnepoBatenbHOcTH TokeHoB / Experimental Results for the RUBERT-tiny2 Model with Different
Quantity of Input Length of the Sequence

Mogenb ¢ 2048 BX0AHLIMM TOKEHAMKU
0,714382 0,674119 0,667998 0,675303 0,666474

Moaenb ¢ 1024 BXoAHbIMU TOKEHaAMKU
0,709973 0,673729 0,670612 0,673790

Mogenb ¢ 512 BXoaHbIMM TOKEHaMK

0,710775 0,671650 0,666917 0,671849

Mogenb ¢ 128 BXoaHbIMM TOKEHaMK

0,672578

0,665786

0,756285 0,640322 0,638574 0,639775 0,639736

UcmoyHuk / Source: coctaBneHo astopamu / Complied by the authors.

lMpumeyarue / Note: * Boibopku: obyyatoLias, BanuaaumoHHas 1 Tectoas / Splits: train, validation and test.

MeTo/ 9KCTPaIoIIIy Mpego6yYeHHbIX TPaH-
chopmepoB MMO3BOJISIET BapbUPOBATh 3HAUEHME KO-
JIN4eCTBa BXOAHBIX TOKEHOB MOJe/IM B 3aBUCUMOCTHU
OT 3aJIaun.

CrnenyouiuM 3KCIIepMMEHTOM SIBJSIE€TCS COKpa-
meHue 10 512 BXOJHbIX TOKEHOB. MeTp1Ka KauecTBa
paBHa 0,676 (cM. ma6a. 2), BpeMst 06yueHMsT MO
15 MmuH 19 c. B maHHOM cy4Yae yaoajoch JOOUTHCS
He3HAUYMTeTbHO OOIbIlIel MeTPUKM, YeM Ha MO
¢ 2048 BXOOHBIMU TOKEHAMM, a TAKKE YCKOPUTH MPO-
1ecc obyueHus B 3,6 pasa.

Taxke paccmaTpuBasiach Mogenb ¢ 128 BXOAHBI-
MM TOKeHamu. JIJisI JaHHOI KOHGUTypauy 3Have-
Hue meTpuku F1l-score cocraBuiio 0,66, 4To HIKe
10 CPAaBHEHMIO C MPeIbIIyIIMY BapyMaHTaMy, TOTIA
KaK BpeMs 00yUYeHMsT MO eI COKPATUIIOCh 10 2 MUH
59 ¢ (cMm. mabn. 2).

CoriacHO TOTy4YeHHbIM TaHHBIM ITOC/Ie MpoBee-
HMSI 9KCITIEPUMEHTA SKCTPATOJISLINY ITpeno0ydeHHbIX
TpaHcopmepoB (puc. 1, 2, mabn. 3) HeMogUDUIUPO-
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BaHHast Mofesb TpaHchopmepoB ruBERT-tiny2 (2048
BXOAHbBIX TOKEHOB) TIpU pellleHn AAHHO 3aaun He
SIBJIIETCSI OTITMMAaJIbHOIL. B maHHOM cityuae Hanbosee
yIAUHBIM pellleHMeM CTaa MOJesb ¢ 512 TokeHaMu
BXOIHOI1 IToc/ienoBaTebHOCT. OHA coueTaeT KauecT-
BO MOJIeJN, a TAaKXKe YI0BAeTBOPUTEIbHOE KOTMUYECTBO
3aTpavueHHbIX PECYPCOB IIPU OOYUEHUM.

B ma6in. 4 mpencTaBaeHbl Pe3yJIbTaThl IKCIIEPU-
MEHTOB, ITPOBeAeHHbIX Ha Mogensax TuBERT-tiny1
u ruBERT-tiny2. Mogenb ruBERT-tiny1 oTnuuaercs
MeHbIIIEeN CJIOKHOCTBIO, 06/1a/1as1 COKPAIleHHBIM CJI0-
BapeM U BXOAHOJ MOCAeI0BaTeIbHOCTbHIO IJIMHOM’
512 TokeHOB. B X0/le aKCIIepMMEHTA MTOTyYeHbI TaH-
HbIe, CBU/IeTe/IbCTBYIOIIME O BO3MOXHOCTHU yBe/Inye-
HUS KOHTEKCTHOTO OKHA C MCM0J/Ib30BaHMEM MeTo/a
LSG Converter, 4TO COITPOBOXAAETCS POCTOM 3Haue-
HUsI MeTpuKkM F1-score 3a cueT 3KCTPanoasIuun. 3To
YKa3bIBaeT Ha TO, UTO Jaxke 6e3 MpMMeHeHNSI MeToa
yaHkuHra mogenu LLM ¢ pacliMpeHHbIM KOHTEK-
CTHBIM OKHOM CITOCOOHBI 9¢(DeKTUBHO 3aXBaThIBATh

o
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Puc. 1 / Fig. 1. 3aBUcMMOCTb METPUK KauecTBa oT BpeMeHu obyuenus / The Relationship between Quality
Metrics and Training Time
UcmouHuk / Source: coctaBneHo asTopamu / Complied by the authors.
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Puc. 2 / Fig. 2. 3aBUCMMOCTb BpeMeHU 06y4eHUS OT BXOAHOM AJIMHbI NOCNEA0BATENbHOCTH /
The Relationship between the Training Time and the Input Length of the Sequence

NcmoyHuk / Source: coctaBneHo astopamu / Complied by the authors.

Tabnuya 3 / Table 3

3aBUCMMOCTb METpUKHM KauecTBa F1-score n BpeMeHu o6yueHnsa mogenun RuBert-tiny2 ot BxoaHoi
AJuHbI nocnepoBatenibHocTh TokeHoB / The Relationship between F1-score and the Training Time, and
the Input Length of the Sequence for the RUuBERT-tiny2 Model

128 0,660 2,59
512 0,677 15,19
1024 0,669 28,58
2048 0,675 55,42

McmoyHuk / Source: coctasneHo astopamu / Complied by the authors.
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Tabnuya 4 / Table 4 b

[aHHble 3kcnepuMeHToB ang moaenei ruBERT-tinyl u ruBERT-tiny2 npu pasnuuyHoi BXoaHOM ANnHE
nocnepoBartenbHoctu / Experimental Results for the RUBERT-tinyl and RuBERT-tiny2 Models at
Different Input Length of Sequence

128 0,6602 2,59
512 0,6486 13,48 0,6769 15,19
1024 0,6608 26,48 0,6698 28,58
2048 0,6681 50,53 0,6751 55,42

UcmouHuk / Source: coctaBneHo asTopamu / Complied by the authors.

CeMaHTUYECKMIT KOHTEKCT TeKCTOB /IS 3a7a4 Kac-
cudukanuy B NLP, n3Bnekast peeBaHTHYI0 MHOOP-
MalIyIo IIPY MEeHBIINX 3aTpaTax PecypCcoB.

OOPMYNA PACHETA UHOUKATOPA
OXXWUOAHWUW HA BUPXE

[Jis1 KOMMYeCTBEHHOT0 aHalM3a OKMUAAHUIA yuyacT-
HUKOB (DMHAHCOBOTO PbIHKA B paMKaxX HACTOSIIETO
McciiemoBaHMs OYyIeT UCIT0Nb30BaH uHAUKaTop MEI
(Market Estimations Indicator). JlaHHbI}T MHAMKA-
TOP IO3BOJISIET OL€HUTD MPOTHO3HbIE OXKUTAHUS
SKOHOMMUYECKUX aT€HTOB OTHOCUTEIbHO KITK0UEBbIX
MaKpPO3KOHOMMYECKNX TTepeMEHHbBIX U, TAKUM 00Opa-
30M, BBICTYIIa€T MHCTPYMEHTOM [JIsI MCCIeTOBAHUS
PBIHOYHOV IUHAMUKU U BBISIBJIEHUS] TOTEHIIUAJIb-
HBbIX mucbanaHcoB. Pacuer MEI ocylecTB/seTcs Ha
ocHoBe (popmyibl, mpeayokeHHoit OECD, koTopast
YUUTBIBAET CTPYKTYPUPOBAHHbIE TAHHbBIE O IIPOTHO-
3aX YYaCTHMKOB PbIHKA U MO3BOJISIET arperupoBaTh
MHIOVBUOYaIbHbIE OLIEHKM B eMHYI0 MHTETrPaIbHYIO
BeJIMUKHY. [IpyMeHeHNe JaHHO MeTOIUKM obecre-
YMBaeT COMOCTABUMOCTD Pe3yabTaTOB MeXIY pas-
JINYHBIMU BpeMeHHbIMU TTIepUOLaMU U SKOHOMUYE-
CKMMU YCJIOBUSIMU, a TAKXKe TOBBIIIAET HAAEKHOCTD
MHTePIIpeTalyy JMHAMUKYU OKUIAHUI PBIHKA B KOH-
TEKCTe SKOHOMMYECKOTO aHaIum3a.

®opmanbHo pacueT MEI mpeAcTaBiieH ciaenyolei
3aBUCUMOCTBIO:

MEI" =50+ (G +B*K,)*B—(C+B*K,)*B,

di . .
rne MEI™— nuddysnbiit uagukaTop MueHwmit ¢ pac-
npeneieHHON uHepiueii; G — oSl ONPOIIeHHBIX pe-
CTIOH/IEHTOB, OTBETUBIIINX O TTOBBIIIEHN ! SKOHOMMYE-
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CKOTO IMapaMeTpa B GymyiieM mepuone; B — moms
OIPOIEeHHbIX PECITOHIEHTOB, OTBETUBIINX O He-
OTIpeneIeHHOCTM SKOHOMMUYECKOTO ITapaMeTpa B Oymy-
1ieM repuoje; C — MoJIsl OIPOIIEHHbIX PECIIOHAEHTOB,
OTBETUBIINX O MIOHMKEHUY SKOHOMUYECKOTO TIapame-
Tpa B OyayeM nepuoze; K. — koadduuyeHT Beca pak-
TOPOB ITOBBIIIEHNMSI 9KOHOMMUYECKOTO [TapaMeTpa B Te-
kymem nepuope; K, — koabduument Beca pakropos
[TOHVIKEHMST SKOHOMMYECKOTO [TlapaMeTpa B TeKyLIeM
nepuofie; koadduiyent f = 0,5.

HauHas ¢hbopMya SIBISIeTCS IPUMePOM TOT0, Kak
MO>KHO MCIIOJIb30BaTh IOJYUMBIIMECS METKM KJIac-
cuduKraMy IJIs pacdyeTa MHAMKATOpa OYyIyImmx n3-
MeHeHMIi Ha BupKe.

BbIBO bl
B HacTos1Ielt paboTe mpeacTaBieHbl METOIbI pellie-
HMS 3a7a4 06paboTKM ecTecTBeHHOTrO si3bika (NLP)
B GbMHAHCOBOI cdepe ¢ UCIOIb30BAHMEM ITPem06y-
YeHHBIX TpaHchopmepoB. OCHOBHAS IUITOTe3a MCciIe-
JIOBAHMS 3aK/TI0YaIach B TOM, UTO JJ1s 9(pPEeKTUBHOTO
00y4YeHUsT MOJIe/IM He BCeraa TpeGyeTcs UCIOob30Ba-
HMe IJIMHHOTO BXOJHOIO KOHTEeKCTa. [IpuMeHeHue
MOII[HBIX TPaHC(HOPMEPOB COBMECTHO C YMEHbIIIEH-
HBIM KOHTEKCTHBIM OKHOM, PeaM30BaHHbBIM ITyTEeM
9KCTPAMOJISINY, TTI03BOJISIET ONTUMMU3UPOBATDH 00D-
€M HeoOXOIVMBbIX BBIUMCIUTEIbHBIX PECYPCOB P
COXpaHeHMM KauecTBa MOIeu. B kKauecTBe MpaKkTu-
YyecKoii peKOMeHJaluu IpeajiaraeTcs aganTupoBaTh
KOJINYECTBO BXOAHBIX TOKEHOB MOJIE/IN K MeIMaHHO-
MY MU CpeIHeMY KOJIMYeCTBY TOKEHOB B TEKCTaX, Ha
KOTOPBIX MTPOBOANUTCS 06yUeHMe, C BO3MOKHOCTHIO
MOC/IeTyIONei KOPPEKTUPOBKY 63 HeOOXOIMMOCTY
TTOJTHOTO TIepeoOyUeHMs] MOZIENH.
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