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аннотаЦИя
в данной статье рассматриваются современные методы экстраполяции предобученных трансформеров, направленные 
на повышение их способности обрабатывать длинные, а также короткие текстовые последовательности на русском 
языке в финансовой сфере. Особое внимание уделяется задаче классификации текстов, отражающих ожидания бро-
керских аналитиков относительно движения рынка (ожидание роста, падения либо неопределенности изменения). 
Для решения данной задачи исследуется применение облегченных языковых моделей ruBERT-tiny1 и ruBERT-tiny2, 
адаптированных для эффективной работы с большим объемом входных данных при сохранении качества пред-
сказаний. В работе анализируются различные подходы к расширению контекстного окна моделей, включая методы 
экстраполяции, а также рассматривается влияние стратегий токенизации, векторизации и эмбеддингов на итоговые 
результаты классификации. Дополнительно обсуждаются особенности применения трансформеров в условиях по-
вышенной волатильности рынка и изменяющихся новостных потоков, что позволяет глубже оценить устойчивость 
предлагаемых решений. Кроме того, предлагается и обсуждается формула расчета опережающего индикатора для 
биржевых рынков, демонстрирующая практическую значимость использования трансформерных моделей в анализе 
финансовых текстов и формировании аналитических метрик. Представленные результаты подчеркивают перспек-
тивность применения компактных трансформеров в задачах предиктивной финансовой аналитики. Пул брокеров 
образует выборку мнений в виде текста с определенным смыслом, последовательность слов позволяет оценивать 
возможные ожидания на финансовом рынке совершенно нелинейным методом. Решение задачи обработки длинных 
последовательностей токенов актуально, конкретного универсального метода решения данной проблемы нет. Одним 
из вариантов решения задачи обработки естественного языка NLP на практике является ряд предобученных языко-
вых моделей. Применение предобученных языковых моделей позволяет решать различные задачи классификации, 
исследуя тексты различных контекстов. В рамках исследования применяется метод экстраполяции предобученных 
трансформеров для изучения точности классификации и времени обучения, в зависимости от количества токенов 
в контекстном окне модели. Полученные данные могут быть использованы для дальнейших исследований и постро-
ения математической модели расчета опережающих индикаторов на рынке.
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abStract
this article discusses modern methods of extrapolating pre-trained transformers aimed at improving their ability 
to process long and short text sequences in Russian in the financial sector. Particular attention is paid to the task 
of classifying texts that reflect broker analysts’ expectations regarding market movements (expectations of growth, 
decline, or uncertainty of change). To solve this problem, the application of lightweight language models ruBERT-
tiny1 and ruBERT-tiny2 is investigated, which are adapted to work effectively with large amounts of input data while 
maintaining prediction quality. The paper analyzes various approaches to expanding the contextual window of models, 
including extrapolation methods, and considers the impact of tokenization, vectorization, and embedding strategies on 
the final classification results. Additionally, the paper discusses the peculiarities of using transformers in conditions of 
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введенИе
В последние годы технологии обработки естест-
венного языка (Natural Language Processing, NLP) 
все более прочно интегрируются в процессы ана-
лиза и обработки данных в режиме реального вре-
мени. Данная технология применяется в различ-
ных сферах, где требуется анализ и классифика-
ция текста, а также регрессия на основе текстовых 
данных. Спектр применения достаточно широкий, 
начиная от образовательной сферы и заканчивая 
финансовой [1–4].

Особенно предметом интереса выступает финан-
совая сфера применения ML в целом и NLP-мето-
дологии в отдельности. Однако в данной статье не 
стоит вопрос решения задачи регрессии на примере 
расчета возможной стоимости акции. Вместо этого 
есть возможность использовать индикаторы, кото-
рые будут выполнять задачу описания возможных 
ожиданий, связанных с изменениями стоимости 
акций.

Основной гипотезой выступает доверие бро-
керскому сообществу, которое в режиме реального 
времени пишет, анализирует и выкладывает свои 
оценки в открытом доступе. Данный пул брокеров 
образует выборку мнений. При этом каждый текст 
несет в себе определенный смысл, последователь-
ность слов позволяет оценивать возможные ожи-
дания на рынке совершенно нелинейным методом.

Решение задачи обработки длинных последова-
тельностей токенов актуально, конкретного уни-
версального метода решения данной проблемы 
нет. Одним из вариантов решения задачи NLP на 
практике является ряд предобученных языковых 
моделей. Предобученные трансформеры имеют 
возможность долговременного анализа ряда то-
кенов, подающихся на вход модели. Применение 
предобученных языковых моделей позволяет ре-
шать различные задачи классификации, исследуя 
тексты различных контекстов. Языковые модели 
позволяют решать ряд сложных задач при исполь-
зовании определенного количества ресурсов, за-
висящих от задачи.

Однако возникают ограничения, препятствую-
щие реализации ряда задач, в которых число то-
кенов имеет большую размерность, чем позволяет 

обрабатывать модель. Также бывает обратная ситуа-
ция, когда мощная модель принимает порядка 2048 
входных последовательностей токенов, а в самих 
текстах число токенов меньше. Классификация дан-
ных оценок позволит сделать агрегацию значений 
по временным рядам. Полученные данные могут 
быть использованы для дальнейших исследований 
и построения математической модели расчета опе-
режающих индикаторов на рынке.

Целью настоящей работы является анализ 
современных методологий токенизации и класси-
фикации русскоязычных текстов финансовых но-
востей, подготовленных биржевыми аналитиками, 
с использованием моделей ruBERT-tiny-1 и ruBERT-
tiny-2. В рамках исследования применяется метод 
экстраполяции предобученных трансформеров 
для изучения точности классификации и времени 
обучения в зависимости от количества токенов 
в контекстном окне модели.

МетодологИя токенИЗаЦИИ 
текстовых докуМентов

При решении задачи NLP общим алгоритмом дей-
ствий является первоначальная обработка данных, 
а именно заключение текстовых данных в токены 
с последующей векторизацией для подачи в мо-
дель. Данный этап не имеет универсального ре-
шения, и зачастую проводятся эмпирические эк-
сперименты, которые изучают эффективность тех 
или иных методов. Сам процесс сильно влияет на 
производительность обучения, как на точность 
метрик, так и на количество требуемых ресурсов 
для обучения.

Токенизация текста —  первоначальная задача 
при реализации NLP. Она является фундаменталь-
ным этапом работы. В общем случае токенизация 
представляет собой процедуру разбиения текстовых 
данных на подмножества, или токены. От специ-
фики задачи методы токенизации варьируются [2]. 
В качестве типичного примера токенизации мож-
но привести разбиение текста на слова, подслова, 
символы. Данный метод является простейшим по 
реализации и во многих случаях с помощью него 
можно добиться высокой предиктивной способности 
модели. Однако избыточное количество сформиро-
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increased market volatility and changing news flows, which allows for a more in-depth assessment of the stability of 
the proposed solutions. Furthermore, a formula for calculating a leading indicator for stock markets is proposed and 
discussed, demonstrating the practical significance of using transformer models in the analysis of financial texts and 
the formation of analytical metrics. the presented results highlight the promising application of compact transformers 
in predictive financial analytics tasks.
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ванных токенов приводит к повышенным вычисли-
тельным затратам и во многих случаях оказывается 
нерациональным с точки зрения эффективности 
обработки данных. К базовым методам токенизации 
также относится разбиение текстовых данных на 
n-граммы. Такой подход нередко рассматривается 
как эффективное средство сохранения семантиче-
ского содержания последовательности слов.

После проведения ряда процессов по обработке 
текстов выбранными методами токенизации воз-
никает проблема использования получившихся 
токенов в языковых моделях. Данную проблему 
решают методы векторизации токенов. Для реше-
ния задач обработки естественного языка (NLP) 
применяются современные методы токенизации, 
среди которых наиболее распространенными явля-
ются BPE (Byte-Pair Encoding), WordPiece и Unigram 
Tokenization.

Алгоритм BPE представляет собой последо-
вательное обучение на символах корпуса текста 
[5]. Изначально токеном является символ, затем 
производится подсчет частот биграмм, наиболее 
часто встречаемая биграмма становится новым 
токеном. Таким образом, в процессе итеративного 
обучения модели словарный запас расширяется, 
тогда как количество токенов, необходимых для 
представления текста, уменьшается. Главный плюс 
такого подхода состоит в возможности работать 
с неизвестными словами. Данный алгоритм позво-
ляет обрабатывать неизвестные слова разбиением 
на токены (символы) и повторением процедуры. 
Алгоритм BPE обеспечивает адаптивность и эф-
фективность работы. Он предоставляет возмож-
ность обрабатывать редкие слова, поддерживая 
подсловные единицы (суффиксы, префиксы и т.д.).

Алгоритм WordPiece является основой метода 
BPE, имеющий аналогичный механизм действий 
[6]. Unigram отличается от приведенных выше алго-
ритмов токенизации [7] —  он считает каждый токен 
независимым от токенов до него. Это самая простая 
языковая модель, в том смысле, что вероятность 
токена X, учитывая предыдущий контекст, является 
просто вероятностью токена X. На каждом этапе 
обучения алгоритм Unigram вычисляет потери 
по корпусу с учетом текущей лексики. Затем для 
каждого символа в словаре алгоритм вычисляет, 
насколько увеличится общая потеря, если символ 
будет удален, и ищет символы, которые увеличат 
ее меньше всего.

В конкретных задачах Unigram в сравнении 
с BPE может оказаться лучше, однако его наиболь-
шими минусами является проблема с пунктуацией 
и потеря семантического контекста. В целом дан-
ный алгоритм встречается редко.

Существуют основные подходы к токениза-
ции, предусматривающие использование плотных 
векторных представлений, которые позволяют 
сохранять семантическую информацию о словах 
[8]. Использование эмбеддингов решает ряд задач, 
преобразуя категориальные признаки —  текст в чи-
словой формат для использования при обучении 
модели. Основным преимуществом эмбеддингов 
является возможность обучения модели понима-
нию смыслового содержания текста за счет захвата 
семантических отношений между токенами. При 
этом производительность модели увеличивается за 
счет снижения размерности. Однако часто возникает 
проблема несоответствия количества токенов, кото-
рые необходимо обработать, с максимальным чи-
слом токенов, которые подаются в языковую модель. 
Это связано со сложностью вычислений, поскольку 
стандартные архитектуры трансформеров имеют 
главную уязвимость —  квадратичную сложность 
вычислений. Отсюда идея применения предобу-
ченных трансформеров в задачах с ограниченными 
ресурсами становится непрактичной.

Существует ряд известных методов по борьбе 
с данной проблемой. Примерами более универсаль-
ных методов являются чанкинг (chunking), иерар-
хический подход с разными уровнями абстракции. 
Чанкинг (chunking) в NLP —  это задача разделения 
последовательности слов (обычно предложения) на 
фрагменты (chunks), которые представляют собой 
синтаксически связанные группы слов, например 
именные группы (noun phrases, NP), глагольные 
группы (verb phrases, VP) и предложные группы 
(prepositional phrases, PP). Это промежуточный 
этап между токенизацией (разбиением текста на 
отдельные слова) и синтаксическим анализом 
(полным построением дерева разбора). Чанкинг 
обычно используется для извлечения информации, 
анализа настроений и других задач NLP.

Правильный чанкинг (rule-based chunking). 
Этот подход использует заранее определенные 
правила, основанные на грамматических знаниях 
и лексических признаках слов (часть речи, суффиксы 
и т. д.). Правила могут быть представлены в виде 
набора продукций (productions) в формализме кон-
текстно-свободных грамматик (CFG).

Пример CFG правил для чанкинга:
NP —  Det N (именная группа состоит из определи-
теля и существительного);
NP —  Adj N (именная группа состоит из прилага-
тельного и существительного);
NP —  N (именная группа состоит из одного суще-
ствительного);
VP —  V NP (глагольная группа состоит из глагола 
и именной группы);
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PP —  P NP (предложная группа состоит из пред-
лога и именной группы),
где NP —  именная группа; VP —  глагольная груп-
па; PP —  предложная группа; Det —  определитель 
(например, «the», «a»); Adj —  прилагательное; N —  
существительное; V —  глагол; P —  предлог.

Иерархический подход к обработке токенов 
в NLP предполагает построение представлений на 
разных уровнях абстракции, начиная от отдельных 
токенов и заканчивая сложными семантическими 
единицами. Каждый уровень использует инфор-
мацию с предыдущих уровней для создания более 
богатого и контекстуально-зависимого представ-
ления. Рассмотрим несколько уровней.

1. Уровень токенов (Word Embeddings).
На данном уровне каждый токен (слово) пред-

ставляется вектором, как правило, сформирован-
ным с использованием моделей word2vec, GloVe 
или FastText.

2. Уровень n-грамм (N-gram embeddings).
Этот уровень объединяет последовательности 

из n токенов. Простейший подход —  усреднение 
векторов токенов. Более сложные подходы могут 
использовать рекуррентные нейронные сети (RNN) 
или сверточные нейронные сети (CNN) для получе-
ния более контекстно-зависимых представлений 
n-грамм.

3. Уровень предложений (Sentence Embeddings).
Предложение представляется как последова-

тельность токенов или n-грамм. Для получения 
векторного представления предложения можно 
использовать усреднение векторов токенов или n-
грамм. Рекуррентные нейронные сети (RNN, LSTM, 
GRU) формируют представление предложения пу-
тем последовательной обработки токенов, при этом 
конечное скрытое состояние используется в качест-
ве его векторного отображения. В архитектурах на 
основе трансформеров взаимосвязи между всеми 
токенами учитываются посредством механизма 
самовнимания, а итоговое представление пред-
ложения часто задается вектором специального 
токена [CLS].

4. Семантический уровень (Semantic Role 
Labeling, Relation Extraction).

Информация данного уровня ориентирована на 
извлечение семантических отношений между сло-
вами и предложениями. В частности, она включает 
идентификацию ролей участников ситуации —  та-
ких как субъект, объект и предикат (Semantic Role 
Labeling), а также выявление отношений между 
сущностями в тексте (Relation Extraction). Это ча-
сто включает использование графов знаний или 
обучение моделей классификации. Математи-
ческое описание на данном этапе определяется 

используемым методом, однако в типичном слу-
чае включает меры подобия или вероятностные 
модели. Этот иерархический подход позволяет 
эффективно использовать информацию на разных 
уровнях абстракции для решения различных задач 
NLP, таких как классификация текста, машинный 
перевод, извлечение информации и понимание 
естественного языка. Выбор конкретных методов 
на каждом уровне зависит от задачи и доступных 
ресурсов.

С другой стороны, решением данной задачи 
является методология экстраполяции предобу-
ченных трансформеров для обработки длинных 
последовательностей текстов [7]. Данный подход 
позволит наиболее корреляционным образом со-
кратить количество токенов, не потеряв основные 
семантические связи. Реализация методологии 
экстраполяции осуществлена с использованием 
метода lsg converter [7].

оПИсанИе датасета
Датасет обучения включает в себя 30 780 записей 
биржевых аналитиков об ожидании изменения 
индекса Мосбиржи, brent, золота. Однако в ка-
ждой статье аналитика встречается множество 
смежных областей биржи, дополняющих семан-
тическое поле модели.

Таргетом является один из трех классов. В рас-
сматриваемой задаче количество классов состав-
ляет три. Два из них отражают прогнозируемое 
направление изменения показателя: рост и сниже-
ние, что позволяет модели различать позитивные 
и негативные ожидания участников рынка. Третий 
класс обозначает неопределенность, учитывая 
случаи, когда прогноз не позволяет однозначно 
отнести событие к росту или снижению. Вклю-
чение данного класса обеспечивает более точное 
моделирование реальных рыночных условий и по-
зволяет анализировать ситуацию с учетом степени 
прогнозной неопределенности. Данные классы 
сигнализируют модели анализ текста для опре-
деления будущих изменений, а не текущих. Это 
позволяет агрегировать предсказанные таргеты во 
временных рядах с расчетом определенных лагов 
в прогнозировании во времени на этапе примене-
ния математической модели расчета опережающих 
индикаторов на бирже.

Записи датасета, собранные парсером из откры-
тых источников, таких как investing.com, а также 
finam.ru, представлены в табл. 1. Разметка классов 
датасета проводилась вручную.

В датасете имеется дизбалансировка классов 
(см. табл. 1), класс понижения заключает в себе 
на 15–20% меньше количества записей от других 
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классов. Также проблемой является большое ко-
личество токенов, поскольку записи с парсеров 
не являются детерминированными и включают 
в себя весь текст аналитика на определенную тему, 
а также на смежные сферы биржи.

Необходимо сформировать корпус текстов ана-
литических статей, опубликованных в открытых 
источниках, таких как Finam и Investing. Для каждой 
статьи предполагается последующее присвоение 
классовой метки, отражающей ожидаемое направ-
ление динамики рынка: рост, понижение или от-
сутствие существенных изменений.

В итоговом датасете, на котором будет прово-
диться обучение и анализ предиктивной способ-
ности модели, каждый текстовый документ имеет 
в среднем 265 слов, медианно 240 слов, количество 
токенов в среднем составляет 345.

условИя ПРоведенИя ЭксПеРИМента
Текст должен быть очищен от лишних символов, 
HTML-тегов и прочих артефактов. Можно ис-
пользовать стандартные методы предобработки 
текста: токенизация, лемматизация, удаление 
стоп-слов. Однако для BERT-ru лемматизация 
необязательна, поскольку модель уже учитывает 
морфологические особенности слов.

Данные нужно разделить на три части: трени-
ровочный набор (например, 70–80%); валидаци-
онный набор (10–15%) и тестовый набор (10–15%). 
Валидационный набор используется для настройки 
гиперпараметров модели и предотвращения пе-
реобучения.

Используем BERT-ru модель, например 
‘ruBERT-tiny2’, ‘bert-base-russian-case-sensitive’ 
или ‘sberbank-ai/ruBert-base’. Выбор зависит от 
доступных ресурсов (памяти и вычислительной 
мощности) и ожидаемого качества. Обучение и ана-
лиз полученных метрик будет осуществлен путем 
использования моделей ‘ruBERT-tiny2’, а также 
‘ruBERT-tiny1’. Необходимо подобрать оптимальные 
значения гиперпараметров, такие как размер батча, 
скорость обучения, количество эпох обучения. Это 

делается с помощью экспериментального поиска 
на валидационном наборе.

В данном случае это будет модель классифика-
ции текста на основе BERT. Выходной слой состоит 
из трех нейронов (по числу классов: рост; пониже-
ние; неизменность), с функцией активации softmax 
для получения вероятностей принадлежности к ка-
ждому классу. Процесс обучения заключается в по-
даче тренировочного набора данных в модель BERT 
и корректировке весов модели с целью минимиза-
ции функции потерь (например, кросс-энтропии). 
В процессе обучения необходимо отслеживать пока-
затели на валидационном наборе, чтобы избежать 
переобучения. Метрики: accuracy, precision, recall, 
F1-score. В качестве основной метрики качества 
модели выступает F1-score.

ПРоведенИе ЭксПеРИМентов 
с ИсПолЬЗованИеМ Метода 

ЭкстРаПоляЦИИ ПРедобученной 
МоделИ rubert-tiny2, rubert-tiny1

В ходе исследования метода экстраполяции пре-
добученных трасформеров был проведен ряд эк-
спериментов на модели ruBERT-tiny2 с различным 
количеством входной последовательности токе-
нов модели. Эксперименты проводились с ис-
пользованием облачных вычислений в среде раз-
работки Google Colab, с использованием графи-
ческого процессора T4. Сама модель ruBERT-tiny2 
[10] имеет входную последовательность 2048 то-
кенов, а также мощный семантический словарь 
в 83 828 токенов.

Выбор данной модели обусловлен релевантным 
соотношением качества и затрачиваемых ресурсов 
для обучения. На примере описываемой задачи NLP 
в статье рассмотрены случаи с использованием 128, 
512, 1024 входных токенов вместо 2048.

При использовании оригинального количест-
ва входных токенов были достигнуты следующие 
метрики (табл. 2).

Модель с 2048 входными токенами (см. табл. 2) 
достигла метрики 0,675, в рамках данного дата-
сета это удовлетворительный результат, однако 
само обучение модели проводилось 55 мин 42 с. 
В контексте решения рассматриваемой задачи при 
ограниченном объеме ресурсов данная модель де-
монстрирует низкую эффективность. В связи с этим 
следующим этапом эксперимента стало сокращение 
числа входных токенов с использованием библи-
отеки LSG Converter до 1024 токенов. В результа-
те полученная метрика составила 0,669, что ниже 
точности модели с 2048 входными токенами. Тем 
не менее время обучения модели уменьшилось 
с 55 мин 42 с до 28 мин 58 с.

Таблица 1 / Table 1

балансировка классов / class balancing

класс / class количество записей /  
number of Data points

0 (повышение) 107 87

1 (неопределенность) 11 263

2 (понижение) 8730

Источник / Source: составлено авторами / Complied by the authors.
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Метод экстраполяции предобученных тран-
сформеров позволяет варьировать значение ко-
личества входных токенов модели в зависимости 
от задачи.

Следующим экспериментом является сокра-
щение до 512 входных токенов. Метрика качества 
равна 0,676 (см. табл. 2), время обучения модели 
15 мин 19 с. В данном случае удалось добиться 
незначительно большей метрики, чем на модели 
с 2048 входными токенами, а также ускорить про-
цесс обучения в 3,6 раза.

Также рассматривалась модель с 128 входны-
ми токенами. Для данной конфигурации значе-
ние метрики F1-score составило 0,66, что ниже 
по сравнению с предыдущими вариантами, тогда 
как время обучения модели сократилось до 2 мин 
59 с (см. табл. 2).

Согласно полученным данным после проведе-
ния эксперимента экстраполяции предобученных 
трансформеров (рис. 1, 2, табл. 3) немодифициро-

ванная модель трансформеров ruBERT-tiny2 (2048 
входных токенов) при решении данной задачи не 
является оптимальной. В данном случае наиболее 
удачным решением стала модель с 512 токенами 
входной последовательности. Она сочетает качест-
во модели, а также удовлетворительное количество 
затраченных ресурсов при обучении.

В табл. 4 представлены результаты экспери-
ментов, проведенных на моделях ruBERT-tiny1 
и ruBERT-tiny2. Модель ruBERT-tiny1 отличается 
меньшей сложностью, обладая сокращенным сло-
варем и входной последовательностью длиной 
512 токенов. В ходе эксперимента получены дан-
ные, свидетельствующие о возможности увеличе-
ния контекстного окна с использованием метода 
LSG Converter, что сопровождается ростом значе-
ния метрики F1-score за счет экстраполяции. Это 
указывает на то, что даже без применения метода 
чанкинга модели LLM с расширенным контек-
стным окном способны эффективно захватывать  

Таблица 2 / Table 2

Результаты экспериментов на модели rubert-tiny2 с различным количеством входной 
последовательности токенов / experimental results for the rubert-tiny2 model with Different 

Quantity of input length of the Sequence

выборки / Splits*
Метрики / metrics

eval loss eval accuracy eval f1 eval precision eval recall

Модель с 2048 входными токенами

Train 0,559016 0,765646 0,758698 0,765958 0,756780

Val 0,714382 0,674119 0,667998 0,675303 0,666474

Test 0,704781 0,679361 0,675110 0,681473 0,674465

Модель с 1024 входными токенами

Train 0,563955 0,764347 0,761114 0,764576 0,763576

Val 0,709973 0,673729 0,670612 0,673790 0,672578

Test 0,704570 0,672082 0,669810 0,674300 0,671864

Модель с 512 входными токенами

Train 0,577549 0,763447 0,757664 0,762728 0,756614

Val 0,710775 0,671650 0,666917 0,671849 0,665786

Test 0,695135 0,681180 0,676933 0,683720 0,676570

Модель с 128 входными токенами

Train 0,599955 0,739195 0,735903 0,736832 0,736963

Val 0,756285 0,640322 0,638574 0,639775 0,639736

Test 0,730899 0,661684 0,660281 0,660808 0,660871

Источник / Source: составлено авторами / Complied by the authors.

Примечание / Note: * Выборки: обучающая, валидационная и тестовая / Splits: train, validation and test.
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Рис. 1 / Fig. 1. Зависимость метрик качества от времени обучения / the relationship between Quality 
metrics and training time
Источник / Source: составлено авторами / Complied by the authors.

Рис. 2 / Fig. 2. Зависимость времени обучения от входной длины последовательности / 
the relationship between the training time and the input length of the Sequence
Источник / Source: составлено авторами / Complied by the authors.

 

 

Таблица 3 / Table 3

Зависимость метрики качества f1-score и времени обучения модели rubert-tiny2 от входной 
длины последовательности токенов / the relationship between f1-score and the training time, and 

the input length of the Sequence for the rubert-tiny2 model

входная длина последовательности / 
input length of the sequence

f1-score время обучения, мин / training time, min

128 0,660 2,59

512 0,677 15,19

1024 0,669 28,58

2048 0,675 55,42

Источник / Source: составлено авторами / Complied by the authors.
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семантический контекст текстов для задач клас-
сификации в NLP, извлекая релевантную инфор-
мацию при меньших затратах ресурсов.

ФоРМула Расчета ИндИкатоРа 
ожИданИй на бИРже

Для количественного анализа ожиданий участ-
ников финансового рынка в рамках настоящего 
исследования будет использован индикатор MEI 
(Market Estimations Indicator). Данный индика-
тор позволяет оценить прогнозные ожидания 
экономических агентов относительно ключевых 
макроэкономических переменных и, таким обра-
зом, выступает инструментом для исследования 
рыночной динамики и выявления потенциаль-
ных дисбалансов. Расчет MEI осуществляется на 
основе формулы, предложенной OECD, которая 
учитывает структурированные данные о прогно-
зах участников рынка и позволяет агрегировать 
индивидуальные оценки в единую интегральную 
величину. Применение данной методики обеспе-
чивает сопоставимость результатов между раз-
личными временными периодами и экономиче-
скими условиями, а также повышает надежность 
интерпретации динамики ожиданий рынка в кон-
тексте экономического анализа.

Формально расчет MEI представлен следующей 
зависимостью:

  ( ) ( ) 50 * * * *= + + β− + β,di
g dMEI G B K C B K

где diMEI —  диффузный индикатор мнений с рас-
пределенной инерцией; G —  доля опрошенных ре-
спондентов, ответивших о повышении экономиче-

ского параметра в будущем периоде; B —  доля 
опрошенных респондентов, ответивших о не-
определенности экономического параметра в буду-
щем периоде; C —  доля опрошенных респондентов, 
ответивших о понижении экономического параме-
тра в будущем периоде; Kg —  коэффициент веса фак-
торов повышения экономического параметра в те-
кущем периоде; Kd —  коэф фициент веса факторов 
понижения эконо мического параметра в текущем 
периоде; коэф фициент β = 0,5.

Данная формула является примером того, как 
можно использовать получившиеся метки клас-
сификации для расчета индикатора будущих из-
менений на бирже.

выводы
В настоящей работе представлены методы реше-
ния задач обработки естественного языка (NLP) 
в финансовой сфере с использованием предобу-
ченных трансформеров. Основная гипотеза иссле-
дования заключалась в том, что для эффективного 
обучения модели не всегда требуется использова-
ние длинного входного контекста. Применение 
мощных трансформеров совместно с уменьшен-
ным контекстным окном, реализованным путем 
экстраполяции, позволяет оптимизировать объ-
ем необходимых вычислительных ресурсов при 
сохранении качества модели. В качестве практи-
ческой рекомендации предлагается адаптировать 
количество входных токенов модели к медианно-
му или среднему количеству токенов в текстах, на 
которых проводится обучение, с возможностью 
последующей корректировки без необходимости 
полного переобучения модели.

Таблица 4 / Table 4

данные экспериментов для моделей rubert-tiny1 и rubert-tiny2 при различной входной длине 
последовательности / experimental results for the rubert-tiny1 and rubert-tiny2 models at 

Different input length of Sequence

входная длина 
последовательности /

input length of the sequence

rubert-tiny1 (512) rubert-tiny2 (2048)

f1-score время обучения, мин / 
training time, min f1-score время обучения, мин / 

training time, min

128 0,6602 2,59

512 0,6486 13,48 0,6769 15,19

1024 0,6608 26,48 0,6698 28,58

2048 0,6681 50,53 0,6751 55,42

Источник / Source: составлено авторами / Complied by the authors.
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